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ML for Climate 
Science
The field’s interest, and research, has 
exploded in the past ~3 years!

Applications of ML for atmospheric science  dates 

back as far as the 1960’s!

Range of applications:

● global weather prediction

● convective & radiative parameterizations

● downscaling

● extreme event detection

● data reconstruction

● weather prediction

● processing of remote sensing data

Weather Prediction
e.g. Gagne et al. (2019); Gagne et al. (2017); 
Chattopadhyay et al. (2019); Lagerquist et al. (2020)

Weyn et al. (2020)

Convective parameterizations
e.g. Rasp et al. (2018; PNAS); Schneider et al. (2017; GRL); 
O’Gorman and Dwyer (2018); Beucler et al. (2020; PRL)

Brenowitz and Bretherton (2018)

Climate change communication

Equation discovery
e.g. Zanna and Bolton (2020)

Climate Reconstruction
e.g. Kadow et al. (2020), DelSole and Nedza (2020)

Kadow et al. (2020)



Reasons to use AI for climate 
science
● Do it better

○ e.g. convective parameterizations in models are not perfect, use ML 

to make them more accurate

● Do it faster or cheaper
○ e.g. radiation code in models is very slow - use ML methods to speed 

things up

● Learn something new
○ e.g. go looking for non-linear relationships you didn’t know were 

there
Very relevant for research: may be slower 

and worse, but can still learn something 

(more to come on this…)



Opening the 
“Black Box”

Leveraging advances in 
explainable / interpretable AI

https://www.code4thought.eu/index.php/2019/10/03/using-explanations-for-finding-bias-in-black-box-models/



Opening the 
Black Box
In the past few years multiple papers have 
come out demonstrating the use of ML 
explainability methods for geoscience



Attribution methods produce a heatmap 
of the most relevant regions of the input 
for each prediction

Attribution heatmaps are largely consistent with how 

many climate scientists pose questions

e.g. Montavon et al. (2017), Pattern Recognition; Montavon et al. (2018), Digital Signal Processing

Prediction
of 1 sample

Pr(cat)=.8

Pr(cat)=.8LRP
of 1 sample
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XAI Attribution 
Methods
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for each prediction
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Attribution
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Why you should 
care about XAI
As scientists our ultimate goal is to 
understand “why?”. But even if you don’t 
care “why” you should still care about XAI.
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Why you should 
care about XAI
As scientists our ultimate goal is to 
understand “why?”. But even if you don’t 
care “why” you should still care about XAI.

The science can be what the 
network has learned!



XAI for climate change & variability

Labe, Z.M. and E.A. Barnes (2021), 
https://doi.org/10.1002/essoar.10508874.1

Dr. Zack Labe

warming 
slowdown

Train a neural network to predict temporary slowdowns in global mean surface temp. 

● ANN learns patterns of upper ocean heat content associated with decadal slowdowns 

in both climate model data and observations

● XAI reveals the ANN is learning off-equatorial patterns of anomalous ocean heat 

content that resemble transitions in the phase of the Interdecadal Pacific Oscillation XAI

ocean heat 
content 
(0-100 m)



Other example uses of XAI @ CSU (only a subset)

Subseasonal-to-decadal predictability

Emily
Gordon

Exploring subseasonal-to-decadal climate dynamics 
with implications for prediction, scientific 

mechanisms, and basic theory

Indicator patterns of 
forced change

Antonios
Mamalakis

Dr. Imme
Ebert-Uphoff

Learn non-linear, time-evolving patterns of 
forced change in climate simulations and 

observations

Kirsten 
Mayer

Zane
Martin

Understanding basic general circulation 
responses to climate forcings 
[figure from Baker et al. 2017]

Charlie 
Connolly

Forced response of 
midlatitude dynamics

XAI benchmarking 
& robust predictions

Nico
Gordillo

Develop robust AI methods and benchmarks 
for XAI method evaluation and comparison

Zack Labe Jamin RaderJack 
Cahill 

Zaibeth 
Carlo 

Frontera

Prof. James
Hurrell



Exciting Frontiers



 #1 
Knowledge-guided 
machine learning
Continue fusing scientific knowledge and 
AI for climate science

● the availability of extensive existing 
knowledge

● the desire of Earth scientists to gain 
scientific insights rather than just “get 
numbers” from an algorithm

● the high complexity of the Earth system

● the limited sample size and lack of 
reliable labels in many Earth science 
applications

● improves transparency and 
trustworthiness

For more discussion, see Ebert-Uphoff et al. (2019)
Karpatne et al. (2017)

Make physics and ML work together

https://www.pxfuel.com/en/free-photo-oadru



#2 Transfer 
learning
Leverage imperfect climate model output 
through a transfer learning framework

For many earth science applications we 
have very little observational data 

...BUT…

We have thousands of years of imperfect 
earth system model simulations from 
which ML tools can learn.

Step 1: Train ML model with climate model simulations

Step 2: Update the ML model with data from observations

End Result: A trained prediction model that leverages dynamical 
simulations but applies better to the real world 

+



#3 Improve climate 
projections
Bring ML methods into the building, 
evaluation and use of climate model 
projections

● There is great promise for improving 
climate models through ML-developed 
convective/radiative parameterizations

● ML for model comparisons and 
evaluation against observations.

● ML to explore bias correcting / 
transforming climate model projections 
to narrow uncertainties



Climate science requires the mixing of knowledge 
from many fields. And ultimately we want more than 

just a prediction - we want to know “why?” 

Explainable / interpretable ML is a 
game changer for climate research.


