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Dear WCRP members

Please, please, please think big!!

 Large Hadron Collider ($10 billion)

* James Webb Telescope (S10 billion)

Is understanding/predicting our climate really so much
less important than understanding/predicting the
world on quantum or cosmological scales?



We will shortly be in the era of the exascale (already here for
some 16-bit arithmetic).
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What are we planning to do with dedicated
exascale computers?

DOE/NNSA’s El Capitan reaches 2 exaflops -
more powerful than the top 200 fastest
supercomputers in the world combined - to
support nation’s nuclear security missions

SAN JOSE, Calif. - March 4, 2020 - Hewlett Packard Enterprise (HPE) today
announced that it will deliver the world’s fastest exascale-class supercomputer for the U.S.
Department of Energy’s (DOE) National Nuclear Security Administration (NNSA) at a
record-breaking speed of 2 exaflops - 10X faster than today’s most powerful
supercomputer. The new system, which the DOE’s Lawrence Livermore National
Laboratory (LLNL) has named El Capitan, is expected to be delivered in early 2023 and
will be managed and hosted by LLNL for use by the three NNSA national laboratories:
LLNL, Sandia National Laboratories and Los Alamos National Laboratory. The system will
enable advanced simulation and modeling to support the US. nuclear stockpile and ensure
its reliability and security.
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Are we content with that?




What could we achieve if a) we all worked together and b) persuaded our
governments we need dedicated exascale machines to make reliable regional
climate predictions/projections?

A coordinated international network of climate-
dedicated exascale computing institutes.



And what would we do with such a distributed facility?

Coordinated km-scale (K-scale)
global ensembles for multi-
decadal climate prediction




Why km-scale (K-scale)?

 More accurate representation of underlying laws
of physics.

* No parametrization of deep convection, orographic
gravity wave drag and ocean eddy mixing.

* Smaller systematic errors.

* Better representation of extremes (vital for
adaptation applications).

* Better assimilation of observations (ocean and
atmosphere) and hence more accurate initial
conditions.

» Better reanalysis products for climate diagnostics.

* Improved (stochastic) parametrisations for CMIP-
class models.
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Given the slow unfolding of what may become catastrophic changes to Earth's climate, many are under-

standably distraught by failures of public policy to rise to the magnitude of the challenge. Few in the science
community would think to question the scientific response to the unfolding changes. However, lhesmence
commu 'y(onl uing to doiits part to the best of its ability? In m domains where we can have the greates
influence, is the scientific ar ing a vision with the chalk posed by
climate hang e? We think not.
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The idea that the science of climate change i lag<y how this warming plays out regio , and what
set"ed common among po(ymak s and environ-  implies for the likelihood s urprises. In our view,
mentalists but not among the cimate science commu-  the political situatio reby some ial




High resolution, ensembles, earth-system

complexity. Incompatible? No!

Can significantly reduce computational cost of increased resolution by
running climate models with mixed precision (32 - 16-bit) floating point
arithmetic (up to x32 according to NVIDIA). Cost of earth-system complexity
could be reduced even more with ultra-fast neural nets trained on off-line

earth-system modules.
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Dedicated exascale computing will allow small ensembles (<10 members) of

K-scale multi-decadal integrations

A federated network of exascale machines will allow a coordinated multi-
model ensemble (>50 members) of K-scale integrations (c.f. DEMETER,

ENSEMBLES, CMIP).




It can be done.
For the sake of society, it must be done.
With endorsement by WCRP and active
engagement by WCRP members in the

coming years, it will be done!

Providing we are prepared to think big!




