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ABSTRACT

This work examines the life cycle of Sudden Stratospheric Warmings

(SSWs) from composites of a large number of events. The events are sam-

pled from idealized General Circulation Model (GCM) integrations, and form

a database of several hundred major, displacement, splitting, and weak vortex

events. It is shown that except for a few details, the generic zonal mean evo-

lution does not depend on the definition used to detect SSWs. In all cases, the

composites show the stratosphere in a positive annular mode phase prior to

the events, and a barotropic response in the stratosphere at onset. There is a

clear positive peak in upward Eliassen-Palm (EP) flux prior to the onset date

in the stratosphere, and a much weaker peak in the troposphere, making the

evolution more consistent with the picture of the stratosphere acting as a vari-

able filter of tropospheric EP flux, rather than SSWs being forced by a strong

‘burst’ in the troposphere. When comparing composites of SSWs from the

database with apparent influence at the surface (downward ‘propagating’) to

those without such influence, the only significant differences are a somewhat

more barotropic response at the onset date and longer persistence in the lower

stratosphere after the onset for propagating SSWs. There is no significant

difference in EP flux between propagating and non-propagating events, and

none of the here considered definitions shows a particular skill in selecting

propagating events.
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1. Introduction28

Sudden Stratospheric Warmings (SSWs) are of major interest to the scientific community as29

they play a central role in stratosphere-troposphere coupling. For example, they seem to be linked30

to tropospheric blocking events (Woollings et al. 2010; Martius et al. 2009), tropical dynamics31

(Kodera 2006; Gómez-Escolar et al. 2014), and can induce long periods of negative tropospheric32

Annular Mode (AM) phase (Baldwin and Dunkerton 2001). Especially due to the latter, SSWs are33

hopeful candidates for seasonal forecasting (Sigmond et al. 2013; Tripathi et al. 2015).34

Automatic detection based on one or more clearly defined criteria is important in many situa-35

tions, such as comparing across many and/or large data sets, model evaluation, forecasting studies,36

and large ensemble and/or long model integrations. However, reliable automatic SSW detection37

remains problematic, and even the exact definition is not unequivocal, as several classification38

criteria have been proposed in the literature (Butler et al. 2015).39

Here, one can distinguish, amongst others, between major and minor (Matsuno 1971; Schoe-40

berl 1978; Labitzke 1981; Andrews et al. 1987), displacements and splitting events (Charlton and41

Polvani 2007; Mitchell et al. 2013; Matthewman and Esler 2011; Seviour et al. 2013), strong and42

weak polar vortex (Baldwin and Dunkerton 2001; Polvani and Waugh 2004; Limpasuvan et al.43

2004), or downward propagating versus non-propagating events (Nakagawa and Yamazaki 2006;44

Sigmond et al. 2013).45

In this work we argue that in terms of zonal mean evolution, there is little difference between46

the events selected by different definitions, similar to previous studies of reanalysis data (Coughlin47

and Gray 2009; Palmeiro et al. 2015). We also show that a strong tropospheric forcing prior to the48

event, although part of the life cycle, probably cannot be seen as the main trigger of SSWs.49
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Most of the work on sudden warmings is based on reanalysis products, or comprehensive histor-50

ical General Circulation Model (GCM) simulations. As a result, of the order of 20 to 50 events are51

typically analyzed, and further separated into smaller subcategories as described above. Due to the52

low number of events to analyze in observational datasets, it is difficult to quantify the differences53

between definitions, and making robust statements about the general properties of a specific group54

of events.55

One way to increase statistical confidence is to concentrate on few events and run GCMs several56

times with slightly altered initial conditions, in order to create large ensembles of the same events57

with augmented statistical significance (e.g., Kuroda 2008; Gerber et al. 2009; Hitchcock and58

Simpson 2014). The caveat is that even though ensemble means can be statistically meaningful,59

they are still based on a few hand selected events.60

Another strategy is to perform long free running model integrations, optionally in perpetual61

winter (e.g. Yoden et al. 1999). However, such studies are limited to the background climatology62

of the specific climate model used, which has been shown to influence the occurrence of SSWs63

(Taguchi 2015; Jucker et al. 2014).64

The work presented here is complementary to reanalysis and comprehensive GCM studies, as it65

explores another route to producing statistically solid results: It takes advantage of the simplicity66

and low computational cost of idealized GCMs to produce a database of over 1,500 events. In ad-67

dition to very long integrations, the GCM is run with various stratospheric setups, such that there68

is not only a large number of events, but results also span over a wide variety of stratospheric equi-69

librium states. These different states of the stratosphere allow for a more general view of events,70

as they can be seen to mimic the different background states during the cold season (early-, mid-71

or late winter), the differences between the Northern and Southern Hemispheres, and the various72
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biases in comprehensive GCMs. As a consequence, they allow to determine what properties of73

SSWs are generic, and not specific functions of one given climatology.74

This is also of relevance in the ongoing effort of defining one generally accepted definition of75

SSWs, as it shows the consequences of selecting events according to one method or another. Any76

general definition will need to be applicable not only to reanalysis, but also model simulations,77

which might have slightly different climatologies, but are important tools to study basic mecha-78

nisms, as shown in the past (e.g., Polvani and Kushner 2002; Kushner and Polvani 2004; Charlton79

and Polvani 2007; Gerber and Polvani 2009; Hitchcock et al. 2013).80

In the next section, the numerical model setup is discussed, and the autocorrelation time scales81

of the model are compared to reanalysis in Section 3. Section 4 details the definitions of SSWs ap-82

plied for this study, before discussing the composite evolution in section 5. Section 6 concentrates83

on the differences between propagating and non-propagating events, before concluding in Section84

7.85

2. Numerical model and experiments86

The idealized GCM used in this study, ‘JFV-strat’ v1.1.1, is described in detail in Jucker et al.87

(2014) (subsequently denoted JFV14), and we will only describe it briefly here. The code is freely88

available online (Jucker 2015a). It utilizes the spectral dry dynamical core of the Geophysical89

Fluid Dynamics Laboratory’s model hierarchy, version ”Riga”, forced with the Newtonian cooling90

term91

Q =−(T −Te)/τ, (1)

where T is the temperature and Te and τ are predefined relaxation temperature and time. Below92

100ḣPa, the relaxation temperature Te and time τ follow those of Held and Suarez (1994), with93

the addition of a North-South asymmetric term in the relaxation temperature to mimic solstice94
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conditions (e.g. Polvani and Kushner 2002):95

T trop
e (ϕ) = T sym

e + ε(ϕ)sinϕ, (2)

where ϕ denotes latitude. Furthermore, the amplitude of the asymmetry, ε , takes on different96

values in the northern (40 K) and the southern hemisphere (10 K), as introduced in Jucker et al.97

(2013):98

ε(ϕ) =


40 K, ϕ ≥ 0

10 K, ϕ < 0

(3)

The model uses 40 levels up to 7×10−3 hPa, and we note that gravity wave drag is included99

with a crude Rayleigh damping above 50 Pa, exactly as in Polvani and Kushner (2002). A recent100

case study by Albers and Birner (2014) suggests that gravity waves can play an important role in101

SSW dynamics by modifying the polar vortex geometry prior to a given event. Such mechanisms102

cannot be included with our model.103

The stratospheric Te and τ are described analytically. Their exact form is given in JFV14104

together with examples, and we give only a simplified form valid for the winter hemisphere. .105

The most important difference with respect to many other Newtonian cooling setups in idealized106

models is that both the temperature and relaxation times are functions of latitude, height, and107

potentially time of the year (although this study only uses perpetual simulations). The main pa-108

rameters of relevance here are:109

• The difference between winter solstice and equinox temperatures at 10 hPa and 90◦N, hence-110

forth denoted by A, and denoted by A1
NH in JFV14; A is given in degrees Kelvin, and the larger111

this number, the colder the polar night , and the larger the meridional temperature gradient in112

the winter hemisphere stratosphere:113

T strat
e,winter(ϕ > 0, p,d) = T EQ

e (p)ΠT (ϕ, p)− A
δ p

ϕ

90◦
ln(p/100hPa)cos(2πd/365), (4)
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where T EQ
e (p) is a predefined vertical profile at the equator, ΠT (ϕ, p) is a fourth order sym-114

metric polynomial in latitude ϕ and logarithmic function of pressure p. In our simulations,115

δ p = − ln(100hPa), and d = 0 is the day of the year. See Figure 1b) for an example of Te,116

and 1c) for the definition of A.117

• The relaxation time scale in the tropical stratosphere, which is given as the value (in days) at118

100 hPa and denoted τt .119

• The relaxation time scale in the polar stratosphere, which is again given as the value (in days)120

at 100 hPa, and denoted τp.121

• These two parameters define the stratospheric relaxation time as122

τ
strat(ϕ, p) =

{
τp +(τt− τp)exp[−(ϕ/30◦)2]−5d

}
Πτ(p)+5d, (5)

where Πτ(p) is a fourth order polynomial of ln p with values of 1 at 100 hPa and 0 at 0.1 hPa.123

See Figure 1a) for an example of τ .124

Figure 1 shows an example of a (τt ,τp) = (40,20)[d] relaxation time setup (panel a)), a Te setup125

with A = 0 (panel b)), and the definition of A via the difference of the meridional profile of Te126

at 1 hPa for A = 0 and A = 20 (panel c)). In addition to these parameters, another difference to127

the setups of JFV14 is that we linearly interpolate between the HS94 troposphere to the JFV14128

stratosphere, such that HS94 is used exclusively below 350 hPa and JFV14 is used exclusively129

above 100 hPa. This is done to avoid abrupt transition from the stratosphere to the troposphere at130

100 hPa.131

In addition to the stratospheric parameters A,τt , and τp, we will also vary the topographic forc-132

ing, which is, again exactly as in JFV14, given by a cosine of longitude with a surface geopotential133
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height Φ0 of the form (Reichler et al. 2005; Gerber and Polvani 2009)134

Φ0(λ ,ϕ) =


ghsin2

(
ϕ−ϕ0
ϕ1−ϕ0

π

)
cos(mλ ) , ϕ0 < ϕ < ϕ1

0 , otherwise,

(6)

where λ denotes longitude, g the acceleration of gravity, m the wave number of the topography,135

and h the ‘mountain height’. Parameters m and h are variable in this study, whereas ϕ0 = 25◦N136

and ϕ1 = 65◦N are kept constant.137

The variable parameters for this work are then h and m for orographic forcing, A, τt , and τp for138

exploring a multitude of stratospheric setups. The detailed values for each of these parameters are139

the same as in JFV14, and are given in Table 1. We note here that the number of SSWs varies140

between the different setups. This is discussed in JFV14, with the most important result that there141

are generally more SSWs142

• the longer the relaxation time τt,p,143

• the higher the topography h, and144

• the warmer the polar night relaxation temperature (small A).145

As expected, there are only very few SSWs when h = 0 (e.g. Kushner and Polvani 2005). We will,146

however, use all of the setups listed in Table 1 for the following discussions.147

For each of the resulting 35 setups, a 2,000 day spinup was followed by a 10,000 day integration148

period used for the analysis. We note that 2,000 days is a very long spinup time, and a lot longer149

than actually needed for the model to achieve statistical steady state. Indeed, 500 days would150

have been sufficient, but since the number of integration days is not a limiting factor in this very151

lightweight model, we decided to run such long spinup periods.152
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3. Autocorrelation time scales153

When studying atmospheric variability with a numerical model, it is important to check if the154

typical time scales related to internal variability are within and acceptable range compared to155

observations. Indeed, following the fluctuation-dissipation argument of Ring and Plumb (2007)156

and Gerber et al. (2008b), the autocorrelation time scale determines the response of the system157

to external perturbation, and a model can be unrealistically sensitive (or insensitive) to a given158

forcing (Chan and Plumb 2009).159

Gerber et al. (2008a) have shown that most of the comprehensive climate models used for the160

CMIP3 intercomparison have a long time scale bias, and a similar statement is true for the widely161

used idealized setup of Polvani and Kushner (2002), as discussed by Gerber and Polvani (2009)162

(denoted GP in what follows).163

Although the tropospheric relaxation time remains unchanged in all simulations discussed here,164

stratosphere-troposphere coupling can have an effect on the characteristic time scale throughout165

the atmospheric column when changing the stratospheric setup. We apply the same analysis of the166

autocorrelation function of the first EOF of the geopotential (the annular mode) to compute the167

characteristic time scale as described in Gerber et al. (2008b). We plot the full vertical time scale168

profiles in Figure 2. For comparison, the profile for a simulation identical to integration number169

9 in GP (their ‘best‘ configuration), and ERA-Interim reanalysis are also plotted. For reanalysis,170

the same approach as in Baldwin et al. (2003) and Gerber et al. (2008a) was used, and the average171

over the climatological January time scales was performed.172

The autocorrelation time scales for the different simulations generally scale with their respective173

values at 100 hPa, which is given in the last two columns of Table 1. The one simulation with very174

long autocorrelation time scales of up to 72 days at 100 hPa is the setup without any topographic175
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forcing. All other setups have fairly realistic autocorrelation time scales, spanning from smaller to176

larger than reanalysis. Note how the autocorrelation time scales are generally shorter with wave177

number one (m = 1, green lines) than with wave number two orographic forcing (m = 2, gray178

lines), with the former generally closer to the autocorrelation time scales from reanalysis. While179

it is very encouraging that the autocorrelation time scales of this model can be very similar to180

reanalysis, and represents a major improvement to the often used PK model, this work purposefully181

generates a wide range of setups to find more general results, while keeping the spread within182

reasonable values.183

Figure 3 shows the autocorrelation times at 100 hPa, where they are longest and their spread is184

largest, as functions of the model parameters τt , τp, h, and A, in addition to m = 1 (blue squares)185

and m = 2 (red triangles). The panels show exclusively simulations where the only changing186

parameter is the one on the x-axis, with the default parameters set to τt = 40,τp = 20,h = 3,A = 0.187

The grey box in the third panel illustrates the spread of the complementary experiment, i.e. when188

only one parameter is fixed an all others change. There are only very weak dependencies on any189

of the free parameters (other than m). Indeed, the large spread of the grey box shown in the third190

panel indicates that for any given value of one parameter, the annular mode time scale can vary191

just as much by changing the remaining parameters, as it would when changing that one parameter192

on the x-axis (compare vertical spread to spread of triangles and squares). In particular, there is193

no clear dependence of the annular mode time scales on the relaxation time scales, in agreement194

with earlier findings (Charlton-Perez and O’Neill 2010). Thus, other than the topography wave195

number m, no single parameter has control over the autocorrelation time scale, and at least for the196

range explored here the relaxation times τt,p do not translate into the autocorrelation time.197
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4. SSW definitions198

As there are different definitions of SSWs, this study will use three of the most widely used199

definitions. First, the so-called ‘WMO’ criterion (Labitzke 1981), which defines minor SSWs as200

events where the 10 hPa (or below) temperature gradient between 60◦N and the north pole becomes201

positive. It has become standard to only consider the pressure surface at 10 hPa, and not below, and202

the same is done here. Major events occur when in addition the zonal mean zonal wind reverses at203

60◦N and 10 hPa.204

Second, one can distinguish between displacements and splitting events, as in Charlton and205

Polvani (2007); Mitchell et al. (2011). The exact criterion applied here follows closely Seviour206

et al. (2013), where displacement and splitting events are determined based on 2D moment analysis207

of the 10 hPa geopotential height field. Note that there is an ambiguity in the literature relative to208

the terms ‘splitting’ and ‘displacement’ events: Whereas Charlton and Polvani (2007) first look209

for wind reversal at 10 hPa and 60◦N, and then distinguish between splitting and displacement210

events, the approach based on moment analysis does not impose any condition on the zonal wind.211

Therefore, it is possible that an event is classified as major sudden warming, but satisfies neither212

the splitting nor displacement criteria defined above. On the other hand, it is also possible to213

classify an event as a displacement or splitting event, but not as a major sudden warming. We will214

denote the displacement events by ‘M1’ and splitting events ‘M2’ to recall that these definitions215

are based on 2D moment analysis. A M1 event occurs if the centroid latitude from moment216

analysis of the polar vortex is lower than 68◦N for more than 7 days, and a M2 event is defined217

by an aspect ratio of 2.4 or larger for at least 7 days. Should both criteria apply, we attribute the218

event to the M2 category. Note that the threshold for centroid latitude is slightly higher than the219

66◦N proposed by Seviour et al. (2013). As these authors note, the choice is somewhat subjective,220
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and the resulting composites are not sensitive to the exact value. But with an centroid latitude221

threshold that is slightly further poleward, the M1 detection criterion becomes less restrictive, and222

allows for similar event numbers as the other criteria.223

Third, following Baldwin and Dunkerton (2001), a criterion can be defined based on the (stan-224

dardized) annular mode index (i.e. of unit standard deviation, and subsequently referred to as225

‘AMI‘), with a SSW occurring when a predefined threshold is exceeded. To include not only the226

strongest events, this threshold is set to -2.0 standard deviations at 10 hPa as in Gerber and Polvani227

(2009), and not to an original (extreme) -3.0 of Baldwin and Dunkerton (2001). We will refer to228

these events as ‘weak vortex’ events in the following discussion.229

For all definitions, the onset dates of two events have to be separated by at least twenty days to be230

counted as different events. Table 2 summarizes the number of SSWs detected for each definition231

and for all simulations listed in Table 1, and splits the total number into events detected for m = 1232

or m = 2 orographic forcing. Major, minor, and all distinct events are almost equally distributed233

between m = 1 and m = 2, and weak vortex event numbers differ by about 20%. In contrast, 72%234

of all M1 events are generated with m = 1 topography, and 62% of all M2 events come from m = 2235

simulations. Conversely, 28% of M1 events come from simulations with wave-two (m = 2), and236

38% of all M2 events from wave-one (m = 1) topography. With m = 1 forcing, the M1/2 ratio237

is about even, suggesting that this setup of the model might be somewhat closer to observations238

(Charlton and Polvani 2007; Mitchell et al. 2013). This is similar to Section 3 (and in particular239

Figure 2), were the m = 1 setup showed generally more realistic time scales.240

The last row of Table 2 gives the number of distinct events: For a given event, any of the241

three definitions might yield a different onset date. Comparing the respective onset dates for all242

definitions, visual inspection showed that the same event can have a spread of onset dates of 30243

days or more. Figure 4 shows one example of an event where the onset dates vary a lot, but we244
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still consider this the same event as no sign of recovery is visible between the earliest (lag -33) and245

the latest (lag 0) definition of the onset date. It is important to note here that Figure 4 represents246

a rare event, and in general the annular mode index minimizes within a short interval of the onset247

for M1/2 and major/minor events. Even so, this behavior illustrates why it is important to have a248

large enough sample to construct meaningful composites.249

To get an estimate of the total number of independent events, we define a global onset date250

that is independent of detection criterion as the day of minimum annular mode index within251

the separation interval. This onset date will be used to construct all subsequent composites and252

comparisons. In addition, two distinct events have to be separated by at least 100 days. This is253

purposefully chosen to be rather long to make sure the analyzed events are indeed distinct. Even254

with this rather restrictive choice, 1,557 SSWs were detected, giving an (ensemble) average of one255

SSW every 225 days, similar to the occurrence rate in reanalysis.256

5. SSW evolution257

In an attempt to study how much of the evolution of sudden warmings can be seen as ‘generic’,258

we create composites for major, displacement, splitting, and weak vortex events. In the composites259

we do not plot any data that is not statistically significantly different from zero at the 5% level260

according to Student’s t-test (i.e. white/not plotted in all subsequent figures).261

a. Detailed evolution262

Figure 5 shows the evolution of the annular mode index (top) as a function of lag and pressure,263

and the zonal mean anomalies of tropopause height in hPa (middle) and surface pressure in hPa264

(bottom) as functions of lag and latitude. Here, the tropopause is defined as the lowest height265

where the lapse rate reaches values larger than -2 K/km. We define ‘anomalies’ as deviations266
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from background climatology of each simulation, i.e. the fields from an event occurring during267

simulation n from Table 1 will be compared to the climatology of that same simulation n, and the268

composites are then built from all anomalous fields across all simulations.269

In general, the evolution is very similar for all definitions, suggesting that all definitions capture270

similar events. This is in agreement with previous work applying various definitions to reanalysis271

(e.g. Palmeiro et al. 2015), or using an objective statistical k-means cluster technique (Coughlin272

and Gray 2009). As described earlier, the model’s autocorrelation times are generally longer for273

m = 2 configurations, and those are also the setups with more splitting events (similarly with274

displacements and m = 1, see Tables 1 and 2). This could potentially lead to biases in comparing275

displacement composites with splitting composites in panels 5c) and d). However, performing276

the same composites for m = 1 and m = 2 separately yield results very similar to the composites277

shown here, and do not show slower evolution for the m = 2 cases (not shown). We take this as278

an indication that even though the general autocorrelation times in the model vary as well as the279

frequency of SSWs, the evolution of the SSWs (once they happen) does not differ significantly.280

We would like to remark on three further observations here: First, both the troposphere and281

stratosphere are in a positive AMI phase before the onset date. They are not in a neutral state, sug-282

gesting that there might be a phase before the onset date where the atmosphere is in a preferential283

state for a SSW to happen. This point will be further examined in the discussion of Figure 9.284

Second, all annular mode composites show small signs of propagation into the troposphere, with285

the weak vortex and M1 events showing a slightly more negative annular mode in the troposphere286

between 20 and 60 days after the onset date. Thus, the top row of Figure 5 indicates the presence287

of intensified stratosphere-troposphere and surface coupling after a ‘typical’ SSW. The zonal288

mean surface pressure anomalies (bottom row) show a positive effect in all four composites after289
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the onset date, confirming that some effect of SSWs can be expected on the surface. We will come290

back to the question of downward propagation in Section 6.291

A third observation is that in both surface and tropopause pressure, some indication of a see-saw292

between high and low latitudes is present, starting about 10 days before onset, and persisting293

at high latitudes for up to 60 days. The high latitude tropopause is lower (higher pressure) in294

all composites during this period, and low latitude tropopause is higher (lower pressure) during295

the first 20 days after onset. This can be understood as an effect of increased meridional over-296

turning circulation, although it is interesting that the largest low latitude tropopause anomalies297

are not seen in the tropics, but rather around 30◦N, i.e. over the subtropical jet. Indeed, Fig-298

ure 9, which will be discussed in more detail later, confirms that a positive residual circulation299

anomaly builds up around ten days before onset (brown color shading). This anomaly is strongest300

in midlatitudes, and matches the above observations of anomalous tropopause height; anomalous301

upwelling (downwelling) in low (high) latitudes as depicted by stronger streamfunction coincides302

with anomalously low (high) tropopause (and surface) pressure.303

Figure 6 shows the evolution of the anomalous vertical Eliassen-Palm flux component (EPP,304

top), and the same quantity but normalized to its standard deviation (bottom). Both are weighted305

by the cosine of latitude and averaged for all latitudes north of 20◦:306

EPp =
∫ 90

20
f
(

v′θ ′

∂pθ
−
〈

v′θ ′

∂pθ

〉)
cosϕdϕ

/∫ 90

20
cosϕdϕ , (7)

where 〈·〉 denotes time mean, f is the planetary vorticity, ϕ latitude, v meridional wind, and θ po-307

tential temperature. Note that these plots are in pressure coordinates and EPp in units of hPa·m/s2,308

such that negative values of EPp correspond to upward wave propagation (i.e. towards lower pres-309

sure). With this definition, the (anomalous) zonal acceleration in the momentum equation due to310

the vertical component is simply the derivative ∂p(EPp).311
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As before, the evolution for all definitions is very similar. At large negative lags, the upward EP312

flux is anomalously weak (purple shading) in the stratosphere, but becomes anomalously strong313

(brown shading) around the time the annular mode phase reaches its maximum (note that again,314

even though the signal is weak, these features still are statistically significant). After this, around315

40 days before the onset, there is a rapid strengthening of anomalous upward EP flux in the strato-316

sphere. Starting around lags -20 to -10, a clear upward maximum occurs in the troposphere,317

similar to a ‘burst’ in upward EP flux.318

This ‘burst’ should be put into perspective for two reasons; first, it occurs after upward EP flux319

in the upper stratosphere is already anomalously strong, and should therefore not be seen as the320

cause of the SSW. Second, the troposphere has a large variability in the vertical component of321

EP flux, and it is not clear from these composites whether the observed increase in vertical EP322

flux is strong with respect to its local variability. We therefore normalize the composites by the323

standard deviation at each pressure level (bottom rows). These plots then suggest that while there324

is a relatively sudden maximum of upward EP flux, it is not particularly strong when compared325

to general tropospheric variability. We note that this general observation is true for both total326

EP flux and also when considering only planetary waves. Figure 7 shows the composite of all327

distinct SSWs (not separated by definition), for all waves (a), for planetary waves only (b), and328

for smaller scale waves only (c). Wave activity in the stratosphere is generally dominated by the329

largest scale waves, which is why the difference between planetary and all waves is very small330

in the stratosphere, with only a small contribution from higher wave numbers at the beginning of331

vortex recovery, when very weak zonal winds allow smaller scale waves to propagate higher into332

the stratosphere. In the troposphere, the main contribution clearly comes from planetary waves333

(panel b)), starting about 10 days before the onset, which is then responsible for the EP flux peaks334

in the stratosphere at the onset date discussed above (bottom row of Figure 6).335
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While the interplay between planetary waves originating in the troposphere and the changes in336

refractive index due to those waves breaking in the stratosphere certainly is intrinsically linked to337

the evolution of sudden warmings, the bottom panels of Figure 6 and Figure 7 clearly show that338

the average increase in upward EP flux in the troposphere is much smaller than the local standard339

deviation. This means that tropospheric EP flux ‘bursts’ cannot be the lone initiators of SSWs,340

even if considering only planetary scale waves (Figure 7b)). Indeed, one can expect many strong341

tropospheric EP flux events without subsequent SSW.342

We therefore argue that the stratosphere has to play an active role in the initiation of SSWs,343

and is not simply reacting passively to tropospheric perturbations. In the proposed mechanism,344

the stratosphere has to provide an environment where perturbations from below are allowed to345

propagate upwards and are directed in a way to be more ‘efficient’ in decelerating the polar vortex346

when breaking in the stratosphere, and the troposphere can then be seen as a reservoir of planetary347

wave activity rather than the main decisive actor in the evolution.348

To explore the behavior of other fields, Figures 8 and 9 show the composite evolution of anoma-349

lous zonal mean zonal wind and the (anomalous) residual meridional circulation in addition to350

the anomalous EP fluxes described above. We also encourage the reader to consider the interac-351

tive version of Figure 8 online (http://dx.doi.org/10.5281/zenodo.46174 (Jucker 2016a)) for deeper352

understanding. Note that all these figures are based on composites of all distinct events, and not353

separated into different definitions.354

The anomalous zonal mean zonal wind evolution is similar to the annular mode evolution de-355

scribed above, with stronger positive AM phase corresponding to a stronger and poleward shifted356

polar vortex and vice-versa. The see-saw in tropopause height and surface pressure seen in the357

middle and bottom rows of Figure 5 is a consequence of the meridional circulation being anoma-358

lously weak at large negative lags (Figure 9a)) and anomalously strong between lags -20 and the359
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onset (Figure 9b)-d) - we note here that the composite of panel 9d) is dominated by the strong360

response around the onset), confirming our earlier assumption.361

The strengthening of the polar vortex at negative lags coincides with a sharpening of the po-362

tential vorticity (PV) gradient qϕ at the vortex edge. Figure 10 shows anomalous qϕ averaged363

between lags -40 to -20 (top) and lags -20 to 0 (bottom), together with anomalous EP flux vectors,364

for each SSW detection method separately. One can clearly see that there is a sharpening of the PV365

gradient around 60◦N before the appearance of anomalously large EP flux, and in particular long366

before the strong upward flux in the troposphere. This evolution is compatible with the idea of a367

‘tuning’ of the stratosphere in a resonant state (Albers and Birner 2014; Matthewman and Esler368

2011; Esler and Matthewman 2011; Dritschel and McIntyre 2008; McIntyre 1982): The sharpen-369

ing of the PV gradient increases the refractive index locally, and therefore re-directs the EP fluxes370

and focuses them towards higher refractive index, which means onto the edge of the polar vortex.371

It matches the observations of Matthewman and Esler (2011) particularly well, as those authors372

also observed that the tropospheric influence in triggering an SSW is much less important than373

generally thought. It also supports the idea that while wave forcing from the troposphere has to374

be present, the state of the stratosphere is the determining factor for the occurrence of SSWs, and375

the troposphere merely serves as a reservoir of the necessary perturbations.376

Figure 10 shows that even in terms of local (in latitude-pressure and time) PV gradient evolution,377

the events detected by the different methods behave very similarly , i.e. the PV gradient sharpening378

appears to be a general characteristic of SSW evolution. This is somewhat different to Albers and379

Birner (2014), who focused on splitting events when discussing PV gradient sharpening.380
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b. Discussion381

We now put together all the detailed observations from Figures 5 to 10 into a unified description382

of the zonal mean evolution:383

There is a strengthening of the polar vortex and a weakening of upward EP flux in the strato-384

sphere, accompanied by a slight decrease in stratospheric Brewer-Dobson circulation, at lags any-385

where between 20 and 60 or more days before the onset date (Figures 6, 8 and 9). The anomalous386

upward EP fluxes switch sign around the same time that the positive AM phase reaches its max-387

imum (Figures 5 (top) and 6). This happens first and most strongly in the stratosphere above388

10 hPa, at lags of about -30 to -40 days, and around the same time the meridional PV gradient389

starts to sharpen around the polar vortex edge.390

Once the upward EP flux increases and the polar vortex starts to weaken, a process that might391

be thought of as a positive feedback appears, with the polar vortex weakening and the EP flux392

strengthening more and more until the onset date, when the feedback is broken as the zonal wind393

changes sign, and both the AM and vertical EP flux anomaly change sign once again, but much394

faster this time.395

The anomalous tropopause height follows the sign of the anomalous residual circulation, with a396

see-saw between low and high latitudes, and the surface pressure evolution is consistent with the397

idea that the tropospheric circulation and surface impact follow from tropopause height variations398

and eddy feedbacks (Lorenz and DeWeaver 2007; Simpson et al. 2009; Hitchcock and Simpson399

2014; Kidston et al. 2015).400

6. Downward propagation401

As mentioned in the introduction, a large part of the interest in SSWs comes from their apparent402

power to influence the state of the troposphere for several weeks or even months, and we will403
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concentrate on this phenomenon in this section. We will call SSWs that show a change in tropo-404

spheric circulation towards negative annular mode phases after the onset date ‘propagating’ SSWs,405

and all other events will be ‘non-propagating’. We will try to find distinct differences between406

propagating and non-propagating SSWs, and identify recognizable characteristics that allow for407

a categorization, and possibly prediction, of each event. However, we will show here that even408

though some differences between propagating and non-propagating SSWs can be found, most409

depend on the exact definition of ‘propagation’, and they do not allow prediction.410

There is no clear definition in the literature of when exactly a SSW is downward ‘propagating’.411

As with the definition of SSWs themselves, some decision has to be made as to when to call an412

event a downward propagating event. Naturally, the idea of propagation of some kind of signal413

from the stratosphere into the troposphere comes from the ‘dripping paint’ plots in Baldwin and414

Dunkerton (2001) (and Figure 5 of this article), showing a negative phase of annular mode index415

that appears to propagate from the stratosphere into the troposphere. So the definition for prop-416

agation here will be based on the annular mode index (AMI) in the troposphere, and a certain417

proximity to a SSW in time.418

a. Absolute threshold419

In addition to inducing a negative phase of the annular mode, we are interested in events that do420

so for a considerable amount of time. Thus, for a first definition we perform a time average in the421

troposphere for separating purely coincidental days of extreme AMI from more persistent periods.422

Furthermore, to allow the downward propagation to proceed into the troposphere, a minimum lag423

should be observed before checking for extreme AMI values.424

Based on these considerations, the first analysis applies the following definition for a propagating425

SSW:426
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Definition 1: If the average AMI at 500 hPa between 10 and 40 days after the onset day427

of a SSW passes below −0.6, that particular SSW is considered propagating.428

We remind the reader that the AMI is normalized to its standard deviation. The onset day is429

defined as the first day the AMI at 10 hPa passes below −2.0, and all SSWs not satisfying defini-430

tion 1 are considered ‘non-propagating’. This particular threshold value represents a compromise431

between having a considerable number of propagating SSWs (25% of the 1557 distinct events),432

while still having an appreciable effect in the troposphere (just over half a standard deviation over433

one month).434

It is worth noting that we have also tried a propagation definition based on the running mean435

annular mode index instead of a time average over a fixed lag period, but again the qualitative436

analysis remains the same.437

Figure 11 shows the resulting composites. We are now interested in the differences between438

propagating and non-propagating events, and we therefore test the statistical significance of the439

difference between the two, not the significance of each population compared to climatology, as440

done in the previous section. Therefore, data is only plotted where the propagating composite is441

significantly different from the non-propagating composite at the 95% level according to Student’s442

t-test.443

By construction, the annular mode is in a strong negative phase between lags 10 and 40 in the444

propagating case (left column). There is a small (but significant) negative phase in the troposphere445

already before the onset date, which suggests a tendency of the troposphere to already be at least446

close to a negative phase before the onset of the SSW, and the latter simply amplifying this ten-447

dency. In both cases, the stratosphere is in a positive AM phase before the onset in the composite,448

similar to the general results of the previous section, but the non-propagating (right column) are449
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in a significantly stronger positive phase in the lower stratosphere than the propagating composite.450

The fact that the non-propagating composite shows a slightly positive AM phase in the troposphere451

at positive lags simply reflects the fact that most of the events with negative AM phase are included452

in the propagating composite, and the ensemble mean therefore has a tendency to be positive.453

There is no difference in the evolution of the upward Eliassen-Palm (EP) flux (bottom row)454

between the two composites at negative lags. In particular, there is no significantly stronger tro-455

pospheric ‘burst’ in the propagating case, which is in agreement with the earlier discussion of the456

role of tropospheric perturbations in SSW triggering. At positive lags, the anomalous downward457

EP flux (or positive EPp) in the troposphere for the propagating cases is similar to observations458

from earlier studies by Garfinkel et al. (2013) and Simpson et al. (2009), according to which459

eddy-zonal mean flow feedbacks that are internal to the tropopshere are essential to define the460

tropospheric response to stratospheric variability.461

The clearest differences between propagating and non-propagating events are an extended462

persistence of negative AMI in the lower stratosphere, a stronger positive AM phase in the lower463

stratosphere prior to the onset for non-propagating events, and a more barotropic evolution at the464

onset for propagating SSWs (the latter can be inferred from the fact that the propagating AMI465

response at the onset is significantly stronger in the lower stratosphere and the non-propagating466

AMI response). This is in agreement with earlier studies by Hitchcock et al. (2013); Hitchcock and467

Simpson (2014); Seviour et al. (2016). Both the more barotropic nature and the persistence in the468

lower stratosphere of propagating SSWs result in a stronger annular mode anomaly in the lower469

stratosphere, and in particular close to the tropopause. Thus, these events have a stronger effect470

in the tropopause region, which allows for better coupling to the surface (Lorenz and DeWeaver471

2007; Hitchcock and Simpson 2014).472
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A secondary observation is that the troposphere seems to be in a preferentially negative annular473

mode phase already prior to the onset date, suggesting that at least some of the captured events474

with this definition are in a negative AM phase in the troposphere independently of the occurrence475

of an SSW.476

From these observations one might conclude that the most prominent difference between prop-477

agating and non-propagating events is the AMI signal at the onset and positive lags close to the478

tropopause, with propagating events showing a stronger and more persistent negative AMI than479

non-propagating events. However, there is little to no predictive power at negative lags.480

b. Relative threshold481

A second approach to defining propagation is to consider the relative change in annular mode482

index in the troposphere after a sudden warming, as opposed to an absolute threshold of the annular483

mode. Figure 12 shows the distributions of the daily annular mode index at 500 hPa 1-80 days prior484

(blue) and 1-80 after the onset date (red). Also shown are the mean (µ), standard deviation (σ ) and485

skewness (γ) of the respective distributions. There is an average shift of the (mean) annular mode486

index after the sudden warmings of about -0.1, switching sign from a slightly positive (negative487

lags) to a negative mean value (positive lags). It is interesting that the standard deviation of the488

AMI also decreases (from 1.0 to 0.97). This can be explained in part by the fact that there are489

fewer positive extreme events at positive lags, but it is also evident that although the troposphere490

is in a more negative state after sudden warmings in the mean, the most extreme negative AMI491

events do not become more frequent (there is little to no difference in PDF below -2.0).492

Based on this observation, we define a second criterion for propagation:493
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Definition 2: The mean annular mode index at 500 hPa decreases by at least -0.1 from494

before to after the event, i.e.495

〈AMI(t > 0)〉−〈AMI(t < 0)〉 ≤ ∆AMI, (8)

where t denotes lag with respect to the onset date, 〈·〉 time mean over all positive or negative lags496

(here up to 80 days), and ∆AMI is the threshold to define propagating events. As stated above,497

we use ∆AMI = −0.1 as the threshold here. We tried various threshold values from -0.1 to -1.0498

and besides smaller numbers of propagating events, the qualitative results remain the same. This499

criterion defines 759 events as propagating (49%). We can have a somewhat more permissive500

threshold with this definition than the previous definition, as we know that there was a shift in501

AMI around the onset date, whereas before we had to choose a rather restrictive threshold to be502

sure to capture more extreme events.503

Figure 13 is equivalent to Figure 11, but now using the second definition for propagating events.504

The composites confirm that as found above, at the onset date, the stratospheric annular mode sig-505

nal for propagating events is stronger below 10 hPa and somewhat deeper than for non-propagating506

events. However, there are also important differences from what we found before. In the propa-507

gating composite, there is now statistically significant increase in upward EP flux before the onset508

(panel c)). It is interesting that there is a clear correspondence between the signs of anomalous509

upward EP flux and annular mode index; positive annular mode shows increased upward EP flux,510

whereas negative annular mode coincides with decreased upward EP flux. This is similar to find-511

ings of Polvani and Waugh (2004), but a cause-and-effect relationship cannot be inferred here.512

We also note that if we divide the anomalous upward EP flux by its standard deviation as in Figure513

6, this tropospheric signal all but vanishes.514
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Even though the propagation definition (8) has no condition on a change of sign of the annular515

mode index, Figure 13 indicates that most events do change sign, and evolve from a positive to a516

negative AMI phase. It is interesting to note that whereas previously (Figure 11) we found that517

non-propagating events show a somewhat stronger positive phase of the stratosphere prior to the518

onset, we now find that the stratosphere is in a stronger positive AMI phase prior to the onset in519

the propagating composite as compared to the non-propagating composite.This casts doubt on the520

robustness of the results before the onset date and therefore the prospects of predictability, as we521

discuss now.522

c. Discussion523

The two rather different results, particularly the evolution prior to the onset, from applying two524

different definitions of propagation into the troposphere show that it is difficult to find general char-525

acteristics of the phenomenon of ‘propagation’ of sudden stratospheric warmings. On one hand526

it is not obvious how to precisely define what we mean with ‘propagating’ events. On the other527

hand our study shows that the resulting composite evolution depends on the chosen definition, in528

particular at negative lags. There are, however, three more solid results:529

• We could not extract any predictive skill at negative lags. Even though there are statistically530

significant signals in our general SSW composites at negative lags (see previous section),531

there is no significant difference between propagating and non-propagating events before the532

onset date. The rather large differences of the composites in Figures 11 and 13 at negative533

lags is consistent with earlier findings that models have some skill in predicting propagation534

if initialized at the onset, but there is no predictive skill prior to the event (e.g. Sigmond et al.535

2013).536
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• Once an event occurs, propagating SSWs consistently show a stronger signal in lower strato-537

spheric AMI at the onset. The negative AMI in the region just above the tropopause then also538

persists for a longer time. Thus, the instantaneous behavior at the tropopause at the onset can539

be seen as the most significant difference between propagating and non-propagating events,540

and the evolution higher up in the stratosphere seems much less important.541

• We observe a strong correspondence between the AMI and anomalous upward EP flux: There542

is more upward EP flux when the AMI is positive, and less if the AMI is negative. This obser-543

vation paired with the above point indicate that internal tropospheric eddy feedbacks are more544

important than external stratospheric forcing in setting the persistence of the annular mode545

once an initial perturbation from the stratosphere is received at the onset. This is consistent546

with previous work concerning the determination of the tropospheric jet latitude by Simpson547

et al. (2009) and Garfinkel et al. (2013).548

As another way of looking at the problem, it is worth considering the annular mode PDF, as549

discussed in Figure 12, once more. Figure 14 plots the PDF of the difference between mean AMI550

at positive and negative lags including all SSWs, with negative values meaning a shift towards551

lower AMI after the event. In agreement with Figure 12, the distribution has a mean around -0.1,552

and most importantly, it shows a very Gaussian form; there is no hint of a bi-modal structure. If553

there was a distinctive and clearly separate type of SSW that propagates, and one that does not,554

one would expect a bi-modal distribution, with one peak corresponding to propagating, the second555

representing non-propagating events. But Figure 14 does not allow identifying two separate peaks556

in the PDF. Thus, either a distinct type of SSW that propagates exists but has a very small average557

effect on the troposphere (and can therefore hardly be called propagating), or there simply is no558

distinct type of SSWs that propagates. The Gaussian nature of the distribution rather suggests559
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that there is only one type of SSWs which sometimes happens to propagate. It also explains why560

our results are not sensitive to the exact choice of the thresholds, as it captures a smaller or larger561

portion of the tails, rather than a distinctive secondary peak of the distribution.562

To test whether one of the SSW definitions applied here is preferentially detecting propagat-563

ing events, we split the propagating events according to their respective detection criterion and564

compute the conditional probability of propagation in Table 3, i.e. the probability of propagation,565

given a certain type of SSW has been detected. This is different from the percentage of propagating566

SSWs that can be attributed to a certain event type, and it ultimately is the more important mea-567

sure in terms of predictive skill. The table repeats in the first column (‘All’) the total percentage of568

events across all definitions for either the absolute (‘Time mean’) or relative thresholds (‘∆AMI’).569

Then, the table gives the percentage of SSWs that are considered propagating, given that they are570

occurring with wave-1(2) topographic forcing (‘m = 1(2)’), or detected as major, weak vortex,571

M1, or M2 events. Thus, an increased potential for detecting propagating events would translate572

into a conditional probability of propagation that is higher than the percentage in the ‘All’ column.573

Clearly, none of the detection criteria deviate by a large amount. In particular, splitting (M2)574

events are not more often propagating than the events detected by any other definition. However,575

we note that many of the differences between displacement vs. splitting events found in literature576

appear in the zonally asymmetric response at the surface (Mitchell et al. 2013; Seviour et al. 2016),577

which is not investigated in the present work.578

The only definition with slightly higher propagation percentages for both thresholds is the weak579

vortex definition, which is probably linked to the fact that an event with a strong annular mode580

response at 10 hPa is more likely to also have a strong response below 20 hPa, and thus to propagate581

according to our discussion above.582
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7. Summary and conclusions583

With the help of a dry General Circulation Model (GCM), a large ensemble of over 1,500 inde-584

pendent Sudden Stratospheric Warmings (SSWs) has been investigated. The model is described in585

detail in Jucker et al. (2014). With the ultimate goal of studying the typical life cycle of a generic586

SSW, a database of all SSWs occurring in 35 different model setups has been created by varying587

the relaxation times of the Newtonian cooling, the strength of the polar vortex, and orographic588

forcing. These setups are purposefully chosen to span over a certain range in each parameter, to589

capture various model biases in comprehensive GCM studies, and intra-seasonal, inter-annual, and590

inter-hemispheric differences in observations.591

In particular, the autocorrelation time scales have been computed for each setup and it was592

shown that they are within the range spanned by reanalysis and comprehensive climate models.593

Here, two observations are of particular importance: First, the main parameter impacting the au-594

tocorrelation times of the model atmosphere is the wave number of the surface topography, and595

the relaxation time scales of the Newtonian cooling scheme have only a secondary effect. Simu-596

lations with wave-one topography generally have a shorter time scale than wave-two topography.597

Second, the autocorrelation time, although important for general model variability (Gerber et al.598

2008a,b), does not seem to impact the evolution of single SSWs. Indeed, there is no statistically599

significant difference in the evolution of SSWs coming from model setups with long versus short600

autocorrelation times. We think this is due to SSWs being strong and fast internally forced events,601

which are free to evolve under the range of time scales explored in this study,602

Four definitions for SSWs have been used to detect SSWs: Major SSWs, defined as events where603

the temperature gradient between 60 and 90◦N is inverted at 10 hPa, and which in addition include604

a complete reversal of the zonal mean zonal wind at 60◦N and 10 hPa (Labitzke 1981). Another605
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definition is based on the Annular Mode Index (AMI), and a SSW is considered to happen when606

the AMI at 10 hPa drops below -2.0 standard deviations (Baldwin and Dunkerton 2001; Gerber and607

Polvani 2009). We call these events ‘weak vortex events’. Finally, we detected splitting (‘M2’)608

and displacement (‘M1’) events, which are based on two-dimensional moment analysis following609

Mitchell et al. (2011) and using the algorithm from Seviour et al. (2013), with the thresholds of610

68◦N for centroid latitude and 2.4 for aspect ratio.611

Creating composites for each of these definitions (with several hundreds of events each), the612

generic evolution for each of the definitions can be visualized. There are only small differences613

between the different definitions in terms of zonal mean dynamics, similar to previous work (Yo-614

den et al. 1999; Coughlin and Gray 2009; Palmeiro et al. 2015), who found a continuum rather615

than distinct types of SSWs. Furthermore, if we compare the composites of the investigated defi-616

nitions (Figures 5 and 6), the differences are very small. Comparing these definitions draws us to617

the conclusion that the life cycle of a typical SSW can be described in a generic sense. However,618

the differences we found between downward propagating SSWs and non-propagating SSWs (dis-619

cussed below) indicate that we might have to make a distinction, but it would have to be based on620

the strength of the event close to the tropopause, and not at 10 hPa where most current definitions621

are applied. This result is of relevance to the ongoing effort to harmonize the SSW definition622

(Butler et al. 2010), as it seems that for this type of investigation, where the zonal mean large scale623

dynamics is the focus, the exact definition does not matter that much. On the other hand, when624

looking more into detail, and in particular zonal asymmetries, other studies have found important625

differences among definitions, mostly between displacements and splits (e.g. Charlton and Polvani626

2007; Matthewman and Esler 2011; Esler and Matthewman 2011; Mitchell et al. 2013; Seviour627

et al. 2016).628
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In the generic evolution created by compositing all distinct SSWs (Figures 5 to 9), the strato-629

sphere is in a positive annular mode phase before the onset (negative lags), in a negative phase at630

positive lags, and in a slightly positive phase again some 40-50 days after the event. The evolution631

in terms of AMI is characterized by a strong barotropic response in the stratosphere at the onset,632

with a tendency to persist as a weaker perturbation in the lower stratosphere and troposphere633

after the event. The stratospheric upward EP flux anomalies show a similarly barotropic increase634

throughout the stratosphere, as noted in an earlier study by Dunn-Sigouin and Shaw (2015) (Figure635

6). The tropopause height and surface pressure anomalies are synchronous, and show the signature636

of an increased meridional overturning circulation driven by stronger EP flux divergence (Figure637

9).638

The often invoked ‘burst’ of anomalous eddy heat flux (which is proportional to the vertical com-639

ponent of Eliassen Palm flux) propagating from the surface into the stratosphere prior to the onset640

date (Polvani and Waugh 2004; Limpasuvan et al. 2004) is not observed with the same prominence641

in this study. Although the transition from positive to negative annular mode in the stratosphere is642

clearly accompanied (and reinforced) by anomalous upward Eliassen-Palm (EP) flux throughout643

the atmospheric column, the upward EP flux signal significantly exceeds its standard deviation644

only in the stratosphere (Figure 6). The increased upward EP flux from the surface which is645

observed here is dominated by planetary waves (Figure 7), but it is considerably smaller than the646

local standard deviation. Thus, even though a strong upward (planetary scale) EP flux at the sur-647

face around one to two weeks prior to the onset seems to be an integral part of SSW evolution, it is648

not a particularly strong event and could therefore not be used as a predictor for the occurrence of649

a SSW. This would explain why Dunn-Sigouin and Shaw (2015) were able to use a threshold on650

upward EP flux as the only detection criterion and detected events that are similar to our SSWs, as651

long as it was diagnosed somewhere in the lower stratosphere.652
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However, the observations from the present study suggest that it is not so much an increase653

in tropospheric wave activity that initiates a SSW, but rather the state of the stratospheric polar654

vortex , that determines the propagation of existing eddies in the stratosphere. In this picture, the655

troposphere merely serves as reservoir for wave activity, and depending on the state of the polar656

vortex, more or less EP flux can propagate into the upper stratosphere. Figure 10 clearly shows657

that the potential vorticity gradient steepens along the vortex edge long before the appearance of658

increased upward EP flux in both the stratosphere and the troposphere.659

Concentrating on the question of ‘propagation’ into the troposphere, i.e. strong troposphere-660

stratosphere coupling after the onset of a SSW, two criteria have been introduced for automatic661

detection, based on the annular mode index (AMI) at 500 hPa. The first criterion uses the average662

AMI between 10 and 40 days after the onset, whereas the second requires a shift of mean AMI663

around the onset date, as determined by comparing the average AMI before and after the onset664

date.665

At negative lags, i.e. before the event, there is only little significant difference between the666

propagating and the non-propagating ensembles. Indeed, it is difficult to find any common features667

of propagating SSWs as the composites differ substantially for the two different criteria applied.668

This suggests that (at least with this kind of study) it is impossible to predict whether or not a669

potential SSW happening in the near future could be expected to propagate or not. This is in line670

with the findings of Sigmond et al. (2013), where enhanced seasonal forecast skill was only found671

if models are initialized at the onset, but not before.672

At the onset, there is a consistent observation that propagating events have stronger negative673

AMI in the lower stratosphere (note the stronger signal in panel a) of Figures 11 and 13, which674

differs statistically significantly from the non-propagating composites). Similar results have been675

reported in earlier studies (e.g. Hitchcock and Simpson 2014; Seviour et al. 2016). The same676
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is true for the lower stratosphere at positive lags, where the propagating events show a much677

more persistent negative phase of the annular mode. This suggests that if at the onset date the678

SSW is unusually deep, and/or the lower stratospheric perturbation persists for a longer time, the679

probability of sustained negative phase in the troposphere after the onset date is larger; deep events680

will affect the tropopause, which in turn has direct effects on the troposphere, either by affecting681

the tropopause height (Lorenz and DeWeaver 2007) and/or tropospheric eddy feedbacks (Simpson682

et al. 2009; Kidston et al. 2015).683

There is no significant difference in most of the other variables. In particular, the often invoked684

Eliassen-Palm flux evolution does not allow one to distinguish between the two, which casts doubt685

on the idea that the tropospheric EP flux plays an important part in causing SSWs to propagate686

or not. Similar to the discussion of differences between different SSW definitions and previous687

findings (Coughlin and Gray 2009; Palmeiro et al. 2015), there is no indication that one particular688

definition preferentially selects propagating events, and the distribution of tropospheric AMI at689

positive lags suggests a continuum rather than a bi-modal distribution with two different kinds690

(i.e. propagating vs. non-propagating) of SSWs.691

Acknowledgments. The author is grateful to Rolando Garcia for valuable comments, and Edwin692

Gerber for both helpful comments and providing the script for autocorrelation time scale calcu-693

lations. The GCM code is freely available online (Jucker 2015a). All files necessary to run all694

simulations can be downloaded (Jucker 2015c), as well as the final zonal mean SSW evolution695

data and analysis scripts (Jucker 2016c). Data analysis made use of the Python suite aostools,696

version 1.1 (Jucker 2016b), and pv atmos (Jucker 2014), version 2.3 (Jucker 2015b). All data is697

also stored by the author and can be provided on request.698

32



The author acknowledges the support of the ARC Centre of Excellence for Climate System699

Science (CE110001028) during the revision of this article.700

This material is based upon work supported by the National Science Foundation under Grants701

No. NSF-AGS-1144302 and AGS-1264195. Any opinions, findings, and conclusions or recom-702

mendations expressed in this material are those of the author and do not necessarily reflect the703

views of the National Science Foundation.704

References705

Albers, J. R., and T. Birner, 2014: Vortex Preconditioning due to Planetary and Gravity Waves706

prior to Sudden Stratospheric Warmings. J. Atmos. Sci., 71 (11), 4028–4054, doi:10.1175/707

JAS-D-14-0026.1, URL http://journals.ametsoc.org/doi/abs/10.1175/JAS-D-14-0026.1?af=R.708

Andrews, D. G., J. R. Holton, and C. B. Leovy, 1987: Middle Atmosphere Dynamics. In-709

ternational geophysics series, Academic Press, URL https://books.google.com.au/books?id=710

N1oNurYZefAC.711

Baldwin, M. P., and T. J. Dunkerton, 2001: Stratospheric harbingers of anomalous weather712

regimes. Science, 294 (5542), 581–4, doi:10.1126/science.1063315, URL http://www.ncbi.nlm.713

nih.gov/pubmed/11641495.714

Baldwin, M. P., D. B. Stephenson, D. W. J. Thompson, T. J. Dunkerton, A. J. Charlton, and715

A. O’Neill, 2003: Stratospheric memory and skill of extended-range weather forecasts. Science,716

301 (5633), 636–40, doi:10.1126/science.1087143, URL https://www.sciencemag.org/content/717

301/5633/636.short.718

Butler, A. H., D. J. Seidel, S. C. Hardiman, N. Butchart, T. Birner, and A. Match,719

2015: Defining sudden stratospheric warmings. Bull. Am. Meteorol. Soc., 96 (2),720

33



150904101253 006, doi:10.1175/BAMS-D-13-00173.1, URL http://journals.ametsoc.org/doi/721

abs/10.1175/BAMS-D-13-00173.1.722

Butler, A. H., D. W. J. Thompson, and R. Heikes, 2010: The steady-state atmospheric circula-723

tion response to climate change-like thermal forcings in a simple general circulation model. J.724

Clim., 23 (13), 3474–3496, doi:10.1175/2010JCLI3228.1, URL http://journals.ametsoc.org/doi/725

abs/10.1175/2010JCLI3228.1.726

Chan, C. J., and R. A. Plumb, 2009: The Response to Stratospheric Forcing and Its Dependence on727

the State of the Troposphere. J. Atmos. Sci., 66 (7), 2107–2115, doi:10.1175/2009JAS2937.1,728

URL http://journals.ametsoc.org/doi/abs/10.1175/2009JAS2937.1.729

Charlton, A. J., and L. M. Polvani, 2007: A New Look at Stratospheric Sudden Warmings. Part730

I: Climatology and Modeling Benchmarks. J. Clim., 20 (3), 449–469, doi:10.1175/JCLI3996.1,731

URL http://journals.ametsoc.org/doi/abs/10.1175/JCLI3996.1.732

Charlton-Perez, A. J., and A. O’Neill, 2010: On the Sensitivity of Annular Mode Dynamics to733

Stratospheric Radiative Time Scales. J. Clim., 23 (2), 476–484, doi:10.1175/2009JCLI2995.1,734

URL http://journals.ametsoc.org/doi/abs/10.1175/2009JCLI2995.1.735

Coughlin, K., and L. J. Gray, 2009: A Continuum of Sudden Stratospheric Warmings. J. Atmos.736

Sci., 66 (2), 531–540, doi:10.1175/2008JAS2792.1, URL http://journals.ametsoc.org/doi/abs/737

10.1175/2008JAS2792.1.738

Dritschel, D. G., and M. E. McIntyre, 2008: Multiple Jets as PV Staircases: The Phillips Effect739

and the Resilience of Eddy-Transport Barriers. J. Atmos. Sci., 65 (3), 855–874, doi:10.1175/740

2007JAS2227.1, URL http://journals.ametsoc.org/doi/abs/10.1175/2007JAS2227.1.741

34



Dunn-Sigouin, E., and T. A. Shaw, 2015: Comparing and contrasting extreme stratospheric events,742

including their coupling to the tropospheric circulation. J. Geophys. Res. Atmos., 120 (4), 1374–743

1390, doi:10.1002/2014JD022116, URL http://doi.wiley.com/10.1002/2014JD022116.744

Esler, J. G., and N. J. Matthewman, 2011: Stratospheric Sudden Warmings as Self-Tuning Res-745

onances. Part II: Vortex Displacement Events. J. Atmos. Sci., 68, 2505–2523, doi:10.1175/746

JAS-D-11-08.1.747

Garfinkel, C. I., D. W. Waugh, and E. P. Gerber, 2013: The Effect of Tropospheric Jet Lat-748

itude on Coupling between the Stratospheric Polar Vortex and the Troposphere. J. Clim.,749

26 (6), 2077–2095, doi:10.1175/JCLI-D-12-00301.1, URL http://journals.ametsoc.org/doi/abs/750

10.1175/JCLI-D-12-00301.1.751

Gerber, E. P., C. Orbe, and L. M. Polvani, 2009: Stratospheric influence on the tropospheric752

circulation revealed by idealized ensemble forecasts. Geophys. Res. Lett., 36 (24), L24 801,753

doi:10.1029/2009GL040913, URL http://doi.wiley.com/10.1029/2009GL040913.754

Gerber, E. P., and L. M. Polvani, 2009: Stratosphere-troposphere coupling in a relatively simple755

AGCM: The importance of stratospheric variability. J. Clim., 22 (8), 1920–1933, URL http:756

//journals.ametsoc.org/doi/pdf/10.1175/2008JCLI2548.1.757

Gerber, E. P., L. M. Polvani, and D. Ancukiewicz, 2008a: Annular mode time scales in the758

Intergovernmental Panel on Climate Change Fourth Assessment Report models. Geophys.759

Res. Lett., 35 (22), L22 707, doi:10.1029/2008GL035712, URL http://doi.wiley.com/10.1029/760

2008GL035712.761

Gerber, E. P., S. Voronin, and L. M. Polvani, 2008b: Testing the Annular Mode Autocorrelation762

Time Scale in Simple Atmospheric General Circulation Models. Mon. Weather Rev., 136 (4),763

35



1523–1536, doi:10.1175/2007MWR2211.1, URL http://journals.ametsoc.org/doi/abs/10.1175/764

2007MWR2211.1.765
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TABLE 1. Parameter settings for all setups. h denotes topography height, A the polar vortex amplitude in Te at

10 hPa with respect to equinox configuration, τt and τp low and high latitude relaxation times. All setups with

h > 0 are run twice, once with wave-one (m = 1) and once with wave-two topography (m = 2). The last two

columns give the autocorrelation times at 100 hPa for both topographies (see Figure 2).

917

918

919

920

h [km] A [K] τt [d] τp[d] act1 [d] act2 [d]

0 0 40 20 72.3 72.3

1.5 0 40 20 24.9 20.5

3 0 40 20 26.1 41.4

5 0 40 20 17.1 20.5

3 20 40 20 34.5 40.5

3 15 40 20 23.7 39.2

3 10 40 20 21.2 35.7

3 5 40 20 24.6 42.3

3 0 30 20 24.5 33.7

3 0 20 20 44.5 44.0

3 0 10 20 42.4 39.0

3 0 30 10 33.0 33.1

3 0 30 30 25.6 32.7

3 0 30 40 26.4 34.3

3 0 20 30 22.8 40.9

3 0 20 40 23.4 40.0

3 0 40 30 22.4 30.8

3 0 40 40 20.3 35.3
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TABLE 2. Number of SSWs detected for each definition, and the total number of distinct events.

Type #SSWs m = 1 m = 2

Major 872 457 415

Minor 1239 600 639

M1 549 393 156

M2 939 353 586

Weak vortex 1148 520 628

Total distinct (100d) 1557 771 786
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Definition
% are propagating

All m = 1(2) Major Weak M1 M2

Time mean 25 25 (25) 25 29 26 25

∆AMI 49 47 (51) 53 55 50 49

TABLE 3. Conditional probability of propagation for the two proposed definitions. The thresholds for the

AMI values are -0.6 for the time mean (lags 10 to 40), and -0.1 for the ∆AMI definitions. The numbers give the

probability of a SSW to propagate, given it is any type (‘All’), any type but forced with wave-1(2) topography

(‘m = 1(2)’), a major sudden warming (‘Major’), a weak vortex event (‘Weak’), a displacement (‘M1’) or a

splitting event (‘M2’). No definition has a clear advantage over the others in predicting propagation.

921

922

923

924

925
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January NAM (red, dashed) and GP (blue, dashed). The model autocorrelation times are933

split into runs with wave-one topography (green) and wave-two topography (gray). In gen-934

eral, wave-one topography has shorter time scales. The very long time scale is for the setup935

without any topographic forcing. . . . . . . . . . . . . . . . . . 49936

Fig. 3. Autocorrelation times at 100 hPa in the model runs as a function of τt , τp, h, and A. Blue937

squares (m = 1) and red triangles (m = 2) show a suite of runs where all parameters are938

kept constant except the one given on the x-axis. The very long time scales of the h = 0939

run has been omitted. The grey box in the third panel illustrates the autocorrelation time940

spread of the complementary experiment, where all parameters except the one given on the941

x-axis are varied. Note how this spread is just as large as the spread when changing any one942

parameter. In general, the only parameter that has control over the autocorrelation scale is943

the topography wave number m. . . . . . . . . . . . . . . . . . 50944

Fig. 4. Illustration of the possible spread between the onset dates of different SSW definitions.945

Plotted are the zonal mean zonal wind at 60◦N and 10 hPa ([m/s], blue), the annular mode946

index AM+2.0 (red), and the equivalent polar vortex latitude φe− 68) ([degrees], yellow).947

The curves are adjusted such that the crossing of the zero line defines the respective onset948

date for each definition individually (‘M1’ for displacement, ‘WMO’ for major, ‘WVE’ for949

weak vortex event). For this example, the different definitions yield onset dates of -33 (M1),950

-21 (WMO), and 0 (WVE). In order to compare across definitions, the global onset date is951

set to the day of minimum annual mode index, which is at +1 in this example. Note that the952

spread is usually of the order of a few days, and we chose an extreme example for illustration953

purposes here. . . . . . . . . . . . . . . . . . . . . . . 51954

Fig. 5. Lag-pressure composites of a)-d) annular mode index, and lag-latitude composites of e)-h)955

zonal mean anomalous tropopause height and i)-l) anomalous surface pressure, both in units956

of hPa. a),e),i) depict major sudden warmings, b),f),j) weak vortex events, c),g),h) M1 and957

d),h),l) M2 events. Although different in the details, the general evolution is similar for958

each definition. Black contour intervals are 0.4 for the annular mode index, 2 hPa for the959

tropopause and 1 hPa for surface pressure. Negative contours are dashed. . . . . . . . 52960

Fig. 6. Lag-pressure composites of a)-d) anomalous vertical Eliassen-Palm flux [hPa·m/s2], and e)-961

h) vertical Eliassen-Palm flux normalized to standard deviation. Both quantities are averaged962

between 20 and 90◦N and negative values correspond to upward wave propagation (towards963

lower pressure). a) and e) depict major sudden warmings, b) and f) weak vortex events, c)964

and g) displacement, d) and h) splitting events. Black contour intervals are 4 hPa.m/s and 0.4965

for the absolute and normalized vertical Eliassen-Palm flux. Negative contours are dashed. . . 53966

Fig. 7. Anomalous vertical EP flux from (a) all waves, (b) planetary waves (wave numbers 1-3),967

and (c) smaller scale waves (wave numbers greater than 3) . Anomalous vertical EP flux968

is normalized by the respective standard deviation in each panel and averaged from 20 to969

90◦N. This is as in Fig. 6, but now compositing all distinct SSWs. Note that the color970

scales and contours have been rescaled by a factor of 0.75 compared to the above figure.971
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Clearly, increased anomalous vertical EP flux just before the onset date in the troposphere972

is dominated by planetary waves. In these figures, black contour interval is 0.3 and shading973

contour interval is 0.15. . . . . . . . . . . . . . . . . . . . . 54974

Fig. 8. Three-dimensional Hovmöller-like diagram of the composite zonal mean evolution of major975

sudden warmings. The views are from a) the side, with time from right to left and latitude976

into the picture plane (north pole in the close plane, equator in the back), b) the front, with977

latitude from left to right, time decreasing into the picture plane, c) the top, with time run-978

ning from right to left, latitude from top to bottom, and pressure into the picture plane, d)979

a free position, with time running from right back to left front, and latitude from left back980

to right front. The pressure is from bottom to top in all panels except c), where it is in the981

picture plane. The red and blue isosurfaces are cut around the onset date for clarity, and982

show anomalous zonal mean zonal wind, with surface intervals of 2 m/s. Clearly visible is983

a strengthening and northward propagation (sharpening) of the polar vortex prior to the on-984

set, and a strong weakening during and after the onset. The weakening starts in midlatitudes985

around 20 days before the onset (northward shift of the polar vortex) and peaks around 60◦N986

at the onset date. The arrows show anomalous Eliassen-Palm flux, scaled to the average EP987

flux, and only shown where it is more than 10% higher than average. Color and size are988

proportional to the magnitude of the anomalous EP flux vectors. It has a positive component989

at the surface midlatitudes around 10 days prior to onset (and 30 days after the polar vortex990

starts to strengthen), and is maximum around the onset date in the lower stratosphere. The991

gray transparent surface shows the tropopause. An interactive html version can be down-992

loaded at http://dx.doi.org/10.5281/zenodo.46174 (Jucker 2016a). Created with pv atmos993

(Jucker 2014). . . . . . . . . . . . . . . . . . . . . . . 55994

Fig. 9. 2D temporal slices of Figure 8, with additional average performed over ten-day periods. In995

addition to the anomalous zonal wind and EP flux depicted in the latter figure, anomalous996

residual mean streamfunction has been added in shaded contours. Anomalous zonal wind997

contour interval is 2 m/s, with solid/dashed indicating positive/negative values, and every998

second contour is labeled. Note that here zonal wind anomalies are plotted up to 1 hPa,999

whereas they are only included up to 10 hPa in Figure 8. The streamfunction is plotted in1000

1e9kg/s, with positive values (brown) implying clockwise circulation. Note the logarithmic1001

color scale for the streamfunction as indicated by the color bars. The EP flux arrows are1002

proportional to the anomalous EP flux normalized to climatological EP flux, and the arrow1003

around 10 hPa and 5◦N labeled ‘2’ shows the reference length of 2. . . . . . . . . 561004

Fig. 10. Composites of meridional potential vorticity gradient anomaly ([1e-5/s], actual minus cli-1005

matological) for major SSWs, weak vortex events, M1, and M2 events (shading, continuous1006

line separates negative and positive anomalies). Arrows denote the normalized anomalous1007

EP fluxes where significant at the 95% level. A reference vector of length 2 is added around1008

45◦ and 110 hPa. A clear steepening of the PV gradient happens already at lags -40 to -201009

(top), whereas the anomalous EP fluxes from the troposphere only become large after lag1010

-20 (bottom). . . . . . . . . . . . . . . . . . . . . . . 571011

Fig. 11. Annular mode index (top) and vertical component of the EP flux ([hPa·m/s2],bottom) evo-1012

lution for propagating (left) and non-propagating (right) SSWs, as defined using a threshold1013

of average annular mode index at positive lags (see text for details). Data is only plotted1014

where the difference between the two is significant at the 95% level, and also significantly1015

different from zero. By construction, the AMI is in a negative state between lags 10 and 401016

in the propagating case. There is virtually no difference in upward EP fluxes at negative lags. . 581017

Fig. 12. Annular Mode Index (AMI) distribution at 500 hPa for all 1557 distinct events, divided1018

into positive (red) and negative (blue) lags. Also shown are the values for the mean (µ),1019
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standard variation (σ ), and skewness (γ) for the two populations. The mean of the population1020

corresponding to positive lags is more than 0.1 lower (and negative) than the (positive) mean1021

of the negative lags. The standard deviation of the days after the event is slightly smaller1022

than before the event, such that although the mean has shifted from positive to negative, the1023

most extreme negative events are not more frequent. . . . . . . . . . . . . 591024

Fig. 13. Annular mode index (top) and upward EP flux (bottom) evolution for propagating (left) and1025

non-propagating (right) SSWs, as defined by a negative shift of the annular mode index1026

as defined in Equation (8). Data is only plotted where the difference between the two is1027

significant at the 5% level, and also significantly different from zero. See text for discussion. . 601028

Fig. 14. Distribution of mean shift of Annular Mode Index (AMI) between positive and negative1029

lags. There is no indication of a bi-modal structure, giving support to the idea that there is1030

no structural difference between ‘propagating’ and ‘non-propagating’ events. . . . . . 611031
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a) b) c)

d

FIG. 1. Examples of a) the relaxation time with (τt ,τp) = (40,20) days, b) the relaxation temperature with

A = 0 K, and c) the difference between A = 0 K and A = 20 K at 1 hPa. In panel a), we labeled the locations

where τt (equator, 100 hPa) and τp (poles, 100 hPa) are defined. Note that there is a region of linear interpolation

between the HS94 troposphere and JFV14 stratosphere between 350 hPa and 100 hPa.
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FIG. 2. NAM autocorrelation times for each vertical level (continuous), compared to ERA-Interim January

NAM (red, dashed) and GP (blue, dashed). The model autocorrelation times are split into runs with wave-one

topography (green) and wave-two topography (gray). In general, wave-one topography has shorter time scales.

The very long time scale is for the setup without any topographic forcing.
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FIG. 3. Autocorrelation times at 100 hPa in the model runs as a function of τt , τp, h, and A. Blue squares

(m = 1) and red triangles (m = 2) show a suite of runs where all parameters are kept constant except the one

given on the x-axis. The very long time scales of the h = 0 run has been omitted. The grey box in the third

panel illustrates the autocorrelation time spread of the complementary experiment, where all parameters except

the one given on the x-axis are varied. Note how this spread is just as large as the spread when changing any one

parameter. In general, the only parameter that has control over the autocorrelation scale is the topography wave

number m.
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FIG. 4. Illustration of the possible spread between the onset dates of different SSW definitions. Plotted are

the zonal mean zonal wind at 60◦N and 10 hPa ([m/s], blue), the annular mode index AM+2.0 (red), and the

equivalent polar vortex latitude φe− 68) ([degrees], yellow). The curves are adjusted such that the crossing of

the zero line defines the respective onset date for each definition individually (‘M1’ for displacement, ‘WMO’

for major, ‘WVE’ for weak vortex event). For this example, the different definitions yield onset dates of -33

(M1), -21 (WMO), and 0 (WVE). In order to compare across definitions, the global onset date is set to the day

of minimum annual mode index, which is at +1 in this example. Note that the spread is usually of the order of a

few days, and we chose an extreme example for illustration purposes here.
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FIG. 5. Lag-pressure composites of a)-d) annular mode index, and lag-latitude composites of e)-h) zonal mean

anomalous tropopause height and i)-l) anomalous surface pressure, both in units of hPa. a),e),i) depict major

sudden warmings, b),f),j) weak vortex events, c),g),h) M1 and d),h),l) M2 events. Although different in the

details, the general evolution is similar for each definition. Black contour intervals are 0.4 for the annular mode

index, 2 hPa for the tropopause and 1 hPa for surface pressure. Negative contours are dashed.
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FIG. 6. Lag-pressure composites of a)-d) anomalous vertical Eliassen-Palm flux [hPa·m/s2], and e)-h) vertical

Eliassen-Palm flux normalized to standard deviation. Both quantities are averaged between 20 and 90◦N and

negative values correspond to upward wave propagation (towards lower pressure). a) and e) depict major sudden

warmings, b) and f) weak vortex events, c) and g) displacement, d) and h) splitting events. Black contour

intervals are 4 hPa.m/s and 0.4 for the absolute and normalized vertical Eliassen-Palm flux. Negative contours

are dashed.
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FIG. 7. Anomalous vertical EP flux from (a) all waves, (b) planetary waves (wave numbers 1-3), and (c)

smaller scale waves (wave numbers greater than 3) . Anomalous vertical EP flux is normalized by the respective

standard deviation in each panel and averaged from 20 to 90◦N. This is as in Fig. 6, but now compositing all

distinct SSWs. Note that the color scales and contours have been rescaled by a factor of 0.75 compared to

the above figure. Clearly, increased anomalous vertical EP flux just before the onset date in the troposphere

is dominated by planetary waves. In these figures, black contour interval is 0.3 and shading contour interval is

0.15.
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a) b)

c) d)

FIG. 8. Three-dimensional Hovmöller-like diagram of the composite zonal mean evolution of major sudden

warmings. The views are from a) the side, with time from right to left and latitude into the picture plane (north

pole in the close plane, equator in the back), b) the front, with latitude from left to right, time decreasing into

the picture plane, c) the top, with time running from right to left, latitude from top to bottom, and pressure into

the picture plane, d) a free position, with time running from right back to left front, and latitude from left back

to right front. The pressure is from bottom to top in all panels except c), where it is in the picture plane. The

red and blue isosurfaces are cut around the onset date for clarity, and show anomalous zonal mean zonal wind,

with surface intervals of 2 m/s. Clearly visible is a strengthening and northward propagation (sharpening) of

the polar vortex prior to the onset, and a strong weakening during and after the onset. The weakening starts

in midlatitudes around 20 days before the onset (northward shift of the polar vortex) and peaks around 60◦N

at the onset date. The arrows show anomalous Eliassen-Palm flux, scaled to the average EP flux, and only

shown where it is more than 10% higher than average. Color and size are proportional to the magnitude of

the anomalous EP flux vectors. It has a positive component at the surface midlatitudes around 10 days prior

to onset (and 30 days after the polar vortex starts to strengthen), and is maximum around the onset date in the

lower stratosphere. The gray transparent surface shows the tropopause. An interactive html version can be

downloaded at http://dx.doi.org/10.5281/zenodo.46174 (Jucker 2016a). Created with pv atmos (Jucker 2014).
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a) b) c)

d) e) f)

FIG. 9. 2D temporal slices of Figure 8, with additional average performed over ten-day periods. In addition to

the anomalous zonal wind and EP flux depicted in the latter figure, anomalous residual mean streamfunction has

been added in shaded contours. Anomalous zonal wind contour interval is 2 m/s, with solid/dashed indicating

positive/negative values, and every second contour is labeled. Note that here zonal wind anomalies are plotted up

to 1 hPa, whereas they are only included up to 10 hPa in Figure 8. The streamfunction is plotted in 1e9kg/s, with

positive values (brown) implying clockwise circulation. Note the logarithmic color scale for the streamfunction

as indicated by the color bars. The EP flux arrows are proportional to the anomalous EP flux normalized to

climatological EP flux, and the arrow around 10 hPa and 5◦N labeled ‘2’ shows the reference length of 2.
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FIG. 10. Composites of meridional potential vorticity gradient anomaly ([1e-5/s], actual minus climatological)

for major SSWs, weak vortex events, M1, and M2 events (shading, continuous line separates negative and

positive anomalies). Arrows denote the normalized anomalous EP fluxes where significant at the 95% level. A

reference vector of length 2 is added around 45◦ and 110 hPa. A clear steepening of the PV gradient happens

already at lags -40 to -20 (top), whereas the anomalous EP fluxes from the troposphere only become large after

lag -20 (bottom).
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FIG. 11. Annular mode index (top) and vertical component of the EP flux ([hPa·m/s2],bottom) evolution for

propagating (left) and non-propagating (right) SSWs, as defined using a threshold of average annular mode index

at positive lags (see text for details). Data is only plotted where the difference between the two is significant at

the 95% level, and also significantly different from zero. By construction, the AMI is in a negative state between

lags 10 and 40 in the propagating case. There is virtually no difference in upward EP fluxes at negative lags.
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FIG. 12. Annular Mode Index (AMI) distribution at 500 hPa for all 1557 distinct events, divided into positive

(red) and negative (blue) lags. Also shown are the values for the mean (µ), standard variation (σ ), and skewness

(γ) for the two populations. The mean of the population corresponding to positive lags is more than 0.1 lower

(and negative) than the (positive) mean of the negative lags. The standard deviation of the days after the event

is slightly smaller than before the event, such that although the mean has shifted from positive to negative, the

most extreme negative events are not more frequent.
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FIG. 13. Annular mode index (top) and upward EP flux (bottom) evolution for propagating (left) and non-

propagating (right) SSWs, as defined by a negative shift of the annular mode index as defined in Equation (8).

Data is only plotted where the difference between the two is significant at the 5% level, and also significantly

different from zero. See text for discussion.
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FIG. 14. Distribution of mean shift of Annular Mode Index (AMI) between positive and negative lags. There

is no indication of a bi-modal structure, giving support to the idea that there is no structural difference between

‘propagating’ and ‘non-propagating’ events.
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