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Radiative forcing - duel role

IPCC AR4

1.Climate Policy Role (Global Warming Potential)

2. Climate Model Diagnostic

TAR and AR4 had difficulty with 2. as climate models did not 
have offline versions of their radiation codes, lacked ability to 
calculate stratospheric adjustment, and were developing 
interactive aerosol schemes
-> Good science in RF chapters isolated from rest of report
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Radiation scheme intercomparisons
CO2 forcing

Collins et al., JGR, 2006

up to
25% LW error, 100% SW error
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Radiation scheme intercomparisons
CO2 forcing

Forster et al., JGR, 2011Collins et al., JGR, 2006

up to
25% LW error, 100% SW error

blue: longwave
red: shortwave
black: net

Errors generally
 less than 10% 
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Aim of talk

Show how forcing diagnostics can be obtained with 
little fuss from climate models and why they are 

a very useful diagnostic 
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Outline of talk

1.Terminology and definitions

2. How new definitions of forcing helps us understand  climate response

a. feedback processes

b. global hydrological cycle changes

3. How forcing helps us test climate models

a. tropical warming

b.CMIP5 model response

c. aerosol effects

4. Conclusions

Looking at how the atmosphere rapidly adjusts when a forcing is applied 
tells you a lot about its ultimate response.

Caution: Climate models seem to be getting similar responses for 
different reasons
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Black Carbon Forcing terms 

Direct Effect Radiative forcing

Liquid cloud effect Radiative forcing

Mixed phase cloud effect Adjusted forcing

Ice cloud effect Adjusted forcing

Semi direct effect Rapid adjustment

Snowpack effect Effective adjusted forcing

Sea-ice effect Effective radiative forcing

total climate forcing Effective BC climate forcing

Bond et al., 201X! Be careful to include everything and not to double 
count
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Feedbacks diagnosed for and absorbing aerosol 
perturbation in HadSM3 Crook, et al., J Climate 2011

Efficacy 
closer to 
1.0 - at 
least in 
one model

Efficacy of adjusted forcing
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Fast response of global precipitation scales with 
atmospheric forcing 

 
 (Fatm = Ftoa - Fsurface)

 

Andrews et al., 2010, 
Geophys. Res. Lett

Fatm (Wm-2)

Δ
P

(fast) percent

Fatm = 
Ftoa - Fsurface
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Circulation changes
Wyant et al. (2011) use a superparameterized climate model, SP-CAM (2D cloud 
resolving model in each grid column), with 4 x CO2 and fixed-SSTs over the tropics 
to investigate tropical cloud adjustment

Find that land surface warming leads to more convection, cloud and precipitation, with 
the opposite happening over the oceans (which dominates global-mean change)

Courtesy	
  of	
  C.	
  Bretherton
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Rapid land warming: How fast is fast?
Dong et al. (2008) used 6 member 4xCO2 fixed-SST HadSM3 ensemble with daily diagnostics 
to look at timescale of adjustments:

Global-mean temperature change (K)

Day 1: Land warms due to increased LW
Days 2-5: Processes adjust (e.g. clouds, precip)
Days 6-20: Troposphere approaches eqm

Land warming spreads 
upwards from surface 

Over sea, warming 
increases boundary 

layer stability – 
suppressing 
convection 

Ties is nicely with process-based understanding
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Quantifying cloud adjustment terms

Strong positive SW CRE suggestive of a 
reduction in low-level cloudiness

Net cloud adjustment is generally positive, enhancing radiative forcing and 
hence climate sensitivity

Andrews	
  and	
  Forster	
  (2008)

Rapid adjustment terms for 2xCO2 (CO2 semi direct effect) 
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Cloud adjustment vs cloud feedback

Climate = regression
(only includes ΔCRE that scales 

with ΔT as feedback)

Direct = ΔCREeqm/ΔTeqm
(counts all ΔCRE as feedback)

Reduced range of 
model predicted 
cloud feedback

Net and SW cloud 
feedback less positive

LW cloud feedback slightly 
more positive

Andrews	
  and	
  Forster	
  (2008)
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Which method to use?

Pros Cons

Gregory Method
(regression)

F=N+YΔT
 

Can be used with 
slabGCMs or AOGCMs  

uncertain intercept for 
small forcing terms, are 
first time-steps linear?

Shine  Method
(fixed surface T 

everywhere)
Efficacies closer to one 

than fixed SSTs?
disrupts land DTR
hard to engineer 

Hansen	
  Method	
  

,ixed	
  SST)-­λT
Preserves zero 

temperature change

need to know climate 
sensitivity for land T 

changes

Hansen Method
(fixed SST) Straightforward method

Some global T 
response has already 

happened 
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Time to vote

1 Radiative Flux 
Perturbation Semi direct effects

2 Adjusted Forcing Rapid adjustments

3 It’s a climate 
feedback, fool! Fast feedbacks?
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3. Forcing role in testing 
climate models

•Tropical warming

•CMIP5 model response

•Aerosol effects
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Tropical warming in models

Crook et al., 2011, J. Geophys. Res.

Regression splits response to forcing, feedback and heat transport

However, there are three models for which this is not the case
and another two models in which the relative warming in the
Arctic compared to the tropics is probably unrealistic. We
now discuss these five models in detail. Although both
NCAR models have plausible 1900–1999 Arctic and tropics
trends, the tropical warming for NCAR PCM1 is on the low
side and the Arctic warming for NCAR CCSM3.0 is on the
high side. There were no simulations that gave a warming less
than or equal to the observed trend in the Arctic at the same
time as a warming greater than or equal to the observed trend
in the tropics, implying that both these models tends to pro-
duce too much warming in the Arctic compared to the tropics.
For NCAR PCM1 both the forcing and feedback contribu-
tions to the temperature response are considerably higher in
the Arctic than the tropics leading to this high Arctic ampli-
fication. This model also had a high Arctic amplification in
1pctto2x and shows strong Arctic amplification in both early
and late warming periods (Figure 4). In fact the observed
1965–1999 Arctic trend is outside ±2s, being considerably
lower than the modeled trend. For NCAR CCSM3.0 the high
Arctic amplification is due to the high feedback in the Arctic
compared to the tropics. This model had the highest Arctic
amplification in 1pctto2x. For this model the 1pctto2x feed-
back parameters were obtained individually for the albedo
feedback, shortwave cloud feedback, water vapor plus lapse
rate feedback and longwave cloudy sky feedback, and the
partial temperature contributions due to each of these feed-
backs were calculated using the method described by Crook
et al. [2011] for both the 1pctto2x run and the 1st run of the
20th century. The percentage contributions to the Arctic
amplification from the forcing, heat storage and transport and

the individual feedbacks are given in Table 4. In both forcing
scenarios, the albedo feedback, water vapor plus lapse rate
feedback, and longwave cloudy sky feedback provide a
similar positive contribution to the Arctic amplification; the
shortwave cloud contribution is only weakly negative. Crook
et al. [2011] also found a weak negative shortwave cloud
contribution for the equivalent slab ocean model forced with
2 × CO2, whereas for many other models, there was a strong
negative shortwave cloud contribution.
[23] The observed 1900–1999 trends in the tropics are

outside ±2s for GFDL CM2.1; the model has too much
warming in the tropics. There were no simulations where the
warming was greater than or equal to the observed trend in
the Arctic at the same time as being less than or equal to
the observed trend in the tropics, implying this model pro-
duces too little warming in the Arctic compared to the tro-
pics. This model has a strong response to volcanic forcing,
particularly to Krakatau in 1983 [Knutson et al., 2006], even
without including the aerosol indirect effect. In the tropics,

Figure 3. Contributions to the modeled temperature response in (a) the Arctic and (b) the tropics over the
1900–1999 period. Vertical error bars show the range of trends from the simulations for each model. The
dotted horizontal lines show the observed warming trends for comparison.

Table 3. Multimodel Ensemble Mean ( ±2 Standard Deviations)
Surface Temperature Response (Total and Contributions) in the
Arctic and Tropics Expressed as a Linear Trend Over the Whole
20th Century

Arctic Tropics

dTtotal (K) 1.16 ± 0.85 0.60 ± 0.27
dTforcing (K) 0.27 ± 0.41 0.39 ± 0.20
dTfeedback (K) 0.90 ± 0.71 0.39 ± 0.26
dTheat (K) −0.01 ± 0.38 −0.19 ± 0.19

CROOK AND FORSTER: FORCING AND FEEDBACK IN 20TH CENTURY D17108D17108

7 of 14
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Forcing from CMIP5 models

During transient change, radiative 
response is proportional to ΔT:

N = F - YΔT

Method follows Forster and Taylor, 2006 J Climate

Y from 4xCO2
Experiments
(Tim Andrews)

The assumed-efficacy-forcing or the  slackers forcing
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slackers forcing seems to work
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Forcing from CMIP5 models

HadGEM2 model has
 lowest forcing but highest 

climate sensitivity: 4.6K

10 yr. smoothing
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CMIP5 forcing components 

solid lines- LW clear-sky
dotted lines - SW clear sky (aerosol/surface albedo)
dashed lines - NET cloud radiative forcing

Warning very preliminary analysis!

10 yr. smoothing
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Inverse forcing estimates

Top Down/Inverse approach to aerosol forcing

N = Fknown+Funknown - YΔT

1960 1980 2000

Ocean heat content
Forster et al., 2007

Forster and Gregory 
analysis of CERES

HadCRU

Murphy et al., PNAS 2010
Wednesday, 26 October 11



Aerosol indirect developments3236 U. Lohmann et al.: Aerosol effects: radiative forcing or radiative flux perturbation?
Figures

Fig. 1. Model, satellite and inverse estimates of the aerosol indirect effects over the last two decades. For each method or effect considered,

each symbol represents one published estimate (one paper one vote). Blue represents estimates of the cloud albedo effect from GCMs (dots),

GCMs combined with satellite measurements (squares) and satellite estimates only (triangles). Red represents estimates of both the cloud

albedo and cloud lifetime effect from GCMs (dots) and GCMs combined with satellite estimates (squares). The yellow dots represent estimates

of the combined cloud albedo, lifetime, direct and semi-direct effects. Black dots represent the aerosol effects on stratiform and convective

clouds and green dots represent estimates of aerosol effects on liquid and mixed-phase clouds. The black stippled area refers to inverse

estimates. In case of multiple estimates per paper, the vertical bars denote the standard deviation. See appendix for the individual papers, from

which the estimates are obtained.

19

Fig. 1. Model, satellite and inverse estimates of the aerosol indirect
effects over the last two decades. For each method or effect con-
sidered, each symbol represents one published estimate (one pa-
per one vote). Blue represents estimates of the cloud albedo ef-
fect from GCMs (dots), GCMs combined with satellite measure-
ments (squares) and satellite estimates only (triangles). Red repre-
sents estimates of both the cloud albedo and cloud lifetime effect
from GCMs (dots) and GCMs combined with satellite estimates
(squares). The yellow dots represent estimates of the combined
cloud albedo, lifetime, direct and semi-direct effects. Black dots
represent the aerosol effects on stratiform and convective clouds
and green dots represent estimates of aerosol effects on liquid and
mixed-phase clouds. The black stippled area refers to inverse es-
timates. In case of multiple estimates per paper, the vertical bars
denote the standard deviation. See appendix for the individual pa-
pers, from which the estimates are obtained.

forcing (Kiehl, 2007; Forster et al., 2007; Haywood and
Schulz, 2007).
In addition to the cloud albedo effect, there are multiple

other effects of aerosols on clouds such as the cloud lifetime
effect, the semi-direct effect and aerosol effects on mixed-
phase, convective and cirrus clouds (Lohmann and Feichter,
2005; Denman et al., 2007). However, these effects cannot
be evaluated via the usual definition of radiative forcing as
the instantaneous change in radiative flux caused when the
forcing agent is imposed, because these effects do not act
“instantaneously”. The semi-direct effect refers to the ef-
fect of absorbing aerosols on clouds. Absorbing aerosols
can change the thermal structure of the atmosphere and can
cause evaporation of cloud droplets due to their heating of the
air (Hansen et al., 1997; Ramanathan et al., 2001). Hansen
et al. (1997) showed that for any change in vertical heating of

the atmosphere, the top-of-the-atmosphere radiative forcing
is not representative, as it could have a zero effect at the top-
of-the-atmosphere, but cause a radiative effect at the surface.
If aerosols and/or cloud droplet number concentrations

are calculated interactively in the model, the calculation of
the aerosol radiative forcing is not straightforward because
aerosols will then also influence the precipitation formation
and thereby cause an additional change in cloud properties.
Hence these effects are usually evaluated as a radiative flux
perturbation (RFP) (Haywood et al., 2009). The RFP is cal-
culated as the difference in the top-of-the-atmosphere radi-
ation budget between a present-day simulation and a pre-
industrial simulation, both using the same sea surface tem-
peratures. RFP estimates thus include fast changes and in-
teractions in the climate system that induce changes in the
meteorology. “Fast” means here that the changes act quickly
as compared with the time scale of global warming. “Fast” is
considered here as a time scale of less than a few years. This
does not conform to the pure definition of an instantaneous
radiative forcing (Forster et al., 2007), in which only one ra-
diatively active agent is changed, while leaving tropospheric
profiles of temperature and other variables constant.
The issue of how to define radiative forcings is not new.

Forcing aims to estimate the influence of a particular cli-
mate perturbation on equilibrium global-mean surface tem-
perature change, hence allowing comparison of different per-
turbations without the need to actually conduct equilibrium
climate-change simulations. The concept of radiative forcing
has been gradually refined, due to limitations that were found
with the original idea of instantaneous radiative forcing. For
forcing agents that affect stratospheric temperature, such as
CO2 and ozone, the procedure recommended by IPCC is
to allow stratospheric temperatures to adjust to the imposed
forcing agent (a process that takes a few months), before cal-
culating the “adjusted” forcing at the tropopause (Shine et al.,
1995). For increases of CO2, this adjustment cools the strato-
sphere, reducing the net downwards flux at the tropopause by
order 10% (Hansen et al., 2005). For stratospheric ozone de-
pletion, omission of the adjustment can change the sign of the
forcing from negative to positive (Shine et al., 1995; Hansen
et al., 2005). Thus for ozone in particular, the stratospheric
adjustment is essential if the radiative forcing is to be of any
use as a predictor of the induced change in global-mean sur-
face temperature.
More recent studies have shown that using the adjusted ra-

diative forcing, the change in surface temperature per unit
forcing, or climate sensitivity, is not strictly the same for dif-
ferent perturbations. To account for this, one approach sug-
gested by Joshi et al. (2003) and Hansen et al. (2005) is to
obtain an efficacy (E) and to display it next to forcing es-
timates. E is defined as the ratio of the climate sensitivity
parameter for a given forcing agent to the climate sensitivity
parameter for CO2. E can vary markedly for different forc-
ing agents and for different models, depending on how the
forcing projects onto the various feedback mechanisms; see

Atmos. Chem. Phys., 10, 3235–3246, 2010 www.atmos-chem-phys.net/10/3235/2010/

Lohmann et al., ACP 2010

Is this trend all down to 
improvements in the forward/
bottom up estimate?
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Conclusions

Looking at how the atmosphere rapidly adjusts when a forcing is applied 
tells you a lot about its ultimate response

Rapid adjustments 
 significantly influence radiative forcing
 contribute to spread in response between models

 affect diagnosis of model feedbacks and hydrological responses

Forcing diagnostics provide a much needed test of climate model 
behaviour 

 Caution: in some instances, climate models seem to be getting similar 
responses for different reasons, creates large divergence in future.

RE climate policy, doesn’t matter what forcing framework you use provided 
all forcing types accounted for without double counting
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