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The extratropical jets in Austral summer
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The extratropical jets in Austral summer:
Recent trends

2000–2079 in the CCMVal‐2 REF‐B2 and AR4 A1B sce-
nario integrations. An exception is section 3.1, where trends
are calculated for the period 1979–1999 to be compared
with reanalysis data, and for the period 2001–2050 to be
compared with the previous CCMVal activity (CCMVal‐1).
Past climate changes are analyzed for a relatively long
period of 40 years, mainly because O3 depletion began
before 1979; observations have shown that O3 concentration
started to decrease in the late 1960s, although early trends
are quite weak [e.g., Solomon, 1999, Figure 1]. The longer
period also allows us to obtain better statistics and compare
our results with previous studies. The analysis length for
future climate change is twice as long as that for past climate
change because O3 recovery is predicted to be slower than
its depletion in the past. The CCMVal‐2 models predict that
total column O3 over the Antarctic will likely reach its 1980
value around 2060 [Austin et al., 2010]. Although the

analysis period is somewhat subjective, results are only
weakly sensitive to the choice of time period. It is found that
trends over 2000–2049 are quantitatively similar to those
over 2000–2079, although the intermodel standard deviation
is somewhat larger.
[13] Stratospheric O3 has strong seasonality and its long‐

term trend is largest in the late spring. Its impact on the tro-
pospheric circulation, however, is delayed by a few months
and reaches a maximum in the summer, December–February
(DJF) [Gillett and Thompson, 2003; Shindell and Schmidt,
2004; Perlwitz et al., 2008; Son et al., 2008]. Hence, most
analyses in this study are carried out for the SH summer.

3. Results

[14] We first evaluate the CCMVal‐2 models by com-
paring the spatial and temporal structure of the zonal mean

Figure 1. The long‐term mean (thick orange) and linear trend (thin black contour) of DJF [u] over
1979–1999: (a) CCMVal‐2 REF‐B1 multimodel mean, (b) ERA40, and (c) NCEP‐NCAR reanalysis
data. (d) Future trends over 2000–2079 as simulated by the CCMVal‐2 REF‐B2 models. Contour intervals
of climatological wind and trend are 10 m s−1 starting from 10 m s−1 and 0.4 m s−1/decade, respectively. In
Figures 1a and 1d, multimodel mean values exceeding 1 standard deviation are shaded. In Figures 1b and
1c, trends which are statistically significant at the 95% confidence level are shaded. Zero contours are omit-
ted in all plots.
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Questions

• What are the relative roles of greenhouse gases (GHGs) and ozone in forcing 
Southern Hemisphere circulation changes?

• What causes uncertainty in the circulation response?  (That is, why is there 
such variance in model projections?)

• How can we reduce the uncertainty in the circulation response?



• Coupled Climate Models: CMIP3, plus some tentative results from CMIP5

• Chemistry Climate Models (CCMs) from the CCMVal2 Project

• simulate interactive ozone chemistry in the stratosphere

• generally specified SSTs

• Dry Dynamical Cores

• primitive equation dynamics on the sphere (guts of an atmospheric model)

• simple Held and Suarez 1994 climate physics (no radiation, convection) 

WCRP Center for the Performing Arts

(cast, in order of decreasing CPU time)



A GHG Push and Ozone Pull

• Green house gas induced warming can shift the jets equatorward [Kushner et 
al. 2001]

• Ozone induced cooling can shift the jet poleward [Polvani and Kushner, 2002; 
Arblaster and Meehl, 2006]



The circulation response to thermal forcing in a Dry 
Dynamical Core

Butler et al. 2010

FIG. 2. The zonal-mean response to tropical tropospheric heating. Bold black lines in all plots represent the control run tropopause
height. (left) The thermal forcing (K day21). (middle) The total eddy heat flux response (shading) (K m s21) and the temperature re-
sponse (contours) (K). (right) The total eddy momentum flux response (shading) (m2 s22) and the zonal-mean zonal wind response
(contours) (m s21). (a) Results for tropical upper-tropospheric heating; (b) results for shallow tropical upper-tropospheric heating;
(c) results for narrow tropical upper-tropospheric heating; (d) results for tropical heating centered at 500 hPa. Note the forcings are shown
pole–pole but the responses are shown for only one hemisphere. The thermal forcings are detailed in Table 1.
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the cooling while continuing to allow the upper bound of
the cooling to extend through the top of the stratosphere.
When the center of the heating is lifted by 25 hPa (Fig.
5b), the amplitude of the response is damped by ;50%,
but the structure of the response is unchanged and the
key features remain significant: the heat fluxes are still
anomalously positive in the polar stratosphere, the upper-
tropospheric momentum fluxes are still anomalously
poleward across 508 latitude, and the surface zonal flow is
still anomalously easterly along ;408 and westerly along
;608 latitude (see also Table 4). However, when the
center of the heating is lifted by 50 hPa (Fig. 5c), the
barotropic component of the tropospheric response
largely vanishes.
The sensitivity of the tropospheric response to polar

stratospheric cooling is investigated further in Fig. 6. We

again examine the effect of lifting the cooling, but in this
case the depth of the cooling is only;100 hPa. Figure 6a
shows results for shallow cooling centered at 200 hPa.
The structure of the response is largely unchanged from
that shown in the top of Fig. 5, albeit the amplitude of
the response is weaker. Note that in the case of shallow
cooling the increased heat fluxes in the polar strato-
sphere are confined to the levels where cooling is oc-
curring (Fig. 6a, middle panel). Figures 6b,c show results
for the same shallow cooling, but in these cases the
cooling has been lifted by 25 hPa (Fig. 6b) and 50 hPa
(Fig. 6c). Lifting the cooling has little effect on the changes
in polar stratospheric temperatures (middle column), but it
has a dramatic effect on the changes in the tropospheric
circulation (right column). When the cooling is lifted
by 25 to 175 hPa (Fig. 6b), the tropospheric response

FIG. 5. As in Fig. 2, but for (left) the responses to the polar stratospheric thermal forcings. The forcings are documented in Table 1 and are
centered at (a) 100, (b) 75, and 50 hPa (c). (right) Note the shading scaling is about half that for Fig. 2.
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Quantifying the response: 
Ozone critical for understanding SH trends in DJF

• Arblaster and Meehl 2006: ensemble of forcings with a coupled model

• Perlwitz et al. 2008: Chemistry Climate Model (CCM) study

• Son et al. 2008: CCMs and CMIP3 coupled models

• Polvani et al. 2011; McLandress et al. 2011 (detailed studies with individual 
GCMs)



Quantifying the response: 
Ozone critical for understanding SH trends in DJF

• Arblaster and Meehl 2006: ensemble of forcings with a coupled model

• Perlwitz et al. 2008: Chemistry Climate Model (CCM) study

• Son et al. 2008: CCMs and CMIP3 coupled models

• Polvani et al. 2011; McLandress et al. 2011 (detailed studies with individual 
GCMs)

• Today: a simple approach that allows us explore the response in the both 
CCMVal2 and CMIP3 models



A Simple Model of the Jet Response

jet shift = ozone pull + GHG push

model simulations give us the forcings and response

∆Ulat = rO3 · ∆T03 + rGHG · ∆TGHG



A Simple Model of the Jet Response
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Chapter 10 Global Climate Projections

time period. The pattern is very similar over the three periods, 
consistent with the rapid adjustment of the atmosphere to the 
forcing. These changes are simulated with good consistency 
among the models. The larger values of both signs are stippled, 
indicating that the ensemble mean is larger in magnitude than 
the inter-model standard deviation. The ratio of mean to standard 

be considered a sample.
The ocean warming evolves more slowly. There is initially 

little warming below the mixed layer, except at some high 
latitudes. Even as a ratio with mean surface warming, later in 
the century the temperature increases more rapidly in the deep 
ocean, consistent with results from individual models (e.g., 
Watterson, 2003; Stouffer, 2004). This rapid warming of the 
atmosphere and the slow penetration of the warming into the 
ocean has implications for the time scales of climate change 

multi-model ensemble analysis that, associated with the 
changes in temperature of the upper ocean in Figure 10.7, the 

with increasing greenhouse gases due to the compensation of 
the subtropical cells and the horizontal gyre variations, even as 
the subtropical cells change in response to changes in the trade 
winds (Hazeleger, 2005). Additionally, a southward shift of the 
Antarctic Circumpolar Current is projected to occur in a 15-
member multi-model ensemble, due to changes in surface winds 
in a future warmer climate (Fyfe and Saenko, 2005). This is 
associated with a poleward shift of the westerlies at the surface 
(see Section 10.3.6) and in the upper troposphere particularly 
notable in the Southern Hemisphere (SH) (Stone and Fyfe, 
2005), and increased relative angular momentum from stronger 

lower stratosphere particularly in the tropics and southern mid-
latitudes (Watanabe et al., 2005). The surface wind changes are 
associated with corresponding changes in wind stress curl and 
horizontal mass transport in the ocean (Saenko et al., 2005). 

Global-scale patterns for each of the three scenarios and time 
periods are given in Figure 10.8. In each case, greater warming 
over most land areas is evident (e.g., Kunkel and Liang, 2005). 
Over the ocean, warming is relatively large in the Arctic and 

and 10.3.5.3), with less warming over the North Atlantic and 
the Southern Ocean (e.g., Xu et al., 2005). Enhanced oceanic 
warming along the equator is also evident in the zonal means 

changes (Watterson, 2003) and forced by the atmosphere (Liu 
et al., 2005). 

Fields of temperature change have a similar structure, with 

late-century A2 and A1B cases. As for the zonal means, the 

(Watterson, 1996; a transformation of a measure of Mielke, 

no similarity (the expected value under random rearrangement 
of the data on the grid of the measure prior to the arcsin 
transformation). Values of M become progressively larger 
later in the 21st century, with values of 0.9 or larger for the 

patterns in the late-century cases. The deviation from unity is 
approximately proportional to the mean absolute difference. The 
earlier warming patterns are also similar to the standard case, 

Figure 10.7. Zonal means of change in atmospheric (top) and oceanic (bottom) temperatures (°C), shown as cross sections. Values are the multi-model means for the A1B 
scenario for three periods (a–c). Stippling denotes regions where the multi-model ensemble mean divided by the multi-model standard deviation exceeds 1.0 (in magnitude). 
Anomalies are relative to the average of the period 1980 to 1999. Results for individual models can be seen in the Supplementary Material for this chapter.
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Polar cap temperature trends are very weak, 
absent ozone forcing

GHG concentration in the future (Although not shown,
tropical upper tropospheric warming in the AR4 A1B sce-
nario integrations is about 1.5 times stronger than that in the
20C3M integrations). This puzzling result may be attributed
to other external forcings which differ between the past and
the future climate. Further studies are needed.
[29] The results presented in Figure 5 suggest that

stratospheric ozone influences the entire SH circulation from
the stratosphere to the lower troposphere and from the polar
regions to the subtropics, as discussed by Son et al. [2009b].

Although quantitative differences are present (to be further
discussed later), both the CCMVal‐2 and the AR4 models
show that stratospheric O3 depletion has helped the SH
summer jet to shift poleward and Hadley cell to expand
poleward in the recent past. These trends are predicted to be
weakened or even disappear in the future due to the antic-
ipated O3 recovery. To confirm this finding, further analyses
are carried out for the SH winter, June–August (JJA), when
stratospheric O3 forcing is essentially absent. As expected,

Figure 5. Multimodel mean trends of the SH summer circulation as simulated by the CCMVal‐2 and the
AR4 models. The mean trends and 1 standard deviation error bars are shown for (a) September–December
(SOND) hO3i50, (b) October–January (ONDJ) hTPi100, (c) December–February (DJF) hptrpi, (d) DJF
[u]lat, and (e) DJF [H]lat. See Table 3 for the definition of each variable. In Figure 5a, ozone trends
are not shown for the AR4 models with time‐varying ozone as they are neither archived nor documented.
In Figure 5b the observed temperature trend near 70°S for time period of 1969–1998 [Thompson and
Solomon, 2002] is shown with a cross for reference. In all plots, multimodel mean trends for the AR4
models with high vertical resolution (models with footnote b in Table 2) are indicated by triangles. Note
that negative trends in Figures 5d and 5e denote poleward shift in westerly jet or poleward expansion of
the Hadley cell in the SH.
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A Simple Model of the Jet Response

jet shift = ozone pull + GHG push

∆Ulat = rO3 · ∆T03 + rGHG · ∆TGHG

two unknowns



A Simple Model of the Jet Response

jet shift = ozone pull + GHG push

∆Ulat = rO3 · ∆T03 + rGHG · ∆TGHG

two equations1960-1999 trends 2000-2079 trends

[Perlwitz et al. 
2008]

specified at the lower boundary of the model. Aspects of
stratospheric ozone-temperature coupling and the climatol-
ogy of the SH polar vortex have been evaluated by Stolarski
et al. [2006], Eyring et al. [2006] and Pawson et al. [2008].
The model captures the main aspects of the global coupling
between ozone and temperature. As with other CCMs, the
Antarctic vortex breaks down too late in the season. Other
weaknesses of the GEOS CCM are too much year-to-year
variability in the vortex structure, a high initial bias in total
ozone and a warm bias in lower stratospheric temperature
when there is no chlorine-induced ozone loss, which mean
that Antarctic ozone loss and ozone-induced cooling are
overestimated [Pawson et al., 2008].
[6] We analyze two simulations of the recent past (P-1

and P-2) and three C21 simulations (C21-HSST, C21-CSST
and C21Cl1960). The atmospheric and lower boundary
forcings of these transient simulations are summarized in
Table 1. Simulations P-1 and P-2, starting from different
initial conditions, are forced with observed changes in SST
and sea ice (HadISST [Rayner et al., 2003]), GHG concen-
trations and halogens. GHG concentrations in the C21 runs
follow IPCC scenario A1b (medium, SRESA1B). In C21-
HSST and C21-CSST, the halogens are prescribed accord-
ing to the Ab scenario [World Meteorological Organization/
United Nations Environment Programme, 2003], while in
C21Cl1960, chlorine is fixed at 1960 values. SST and sea
ice distribution for the C21 simulations are taken from
single AR4 SRESA1b simulations with the coupled
ocean-atmosphere models HadGEM1 (C21-HSST) and
CCSM3.0 (C21-CSST, C21Cl1960). Run C21-HSST was
included in the multi-model analysis of Eyring et al. [2007].

3. Results From GEOS CCM

[7] Figure 1 shows the time series of 70-hPa minimum
zonal mean ozone mixing ratio (OMR-min) reached be-
tween 90!S and 60!S on any day in October. Around year
1960, OMR-min is about 2.7 ppmv. Stratospheric halogen
increases cause the strong decline of OMR-min to less than
0.1 ppmv. Although 1980 is commonly used as a baseline
against which ozone depletion and recovery are evaluated,
some Antarctic ozone is lost as halogen emissions increase
in the 1970s. In the GEOS simulations, about 10% of the
total Antarctic ozone is lost between 1970 and 1980
[Pawson et al., 2008, Figure 14]. As the stratospheric
halogen loading decreases through the C21, the Antarctic
ozone hole recovers. By the end of the C21, OMR-min
reaches 1970 values. In C21Cl1960, OMR-min varies
around 2.8 ppmv.
[8] Figure 2 compares SH climate change for 1969 to

1999 (period I) and 2006 to 2094 (period II). The change for
each period is defined as the difference between 11-year

means centered on 1999 and 1969 (Period I) and 2094 and
2006 (period II). Monthly changes in polar cap (90!S to
64!S) ozone and temperature, and in mid-latitude (70!S to
50!S) zonal-mean zonal wind are investigated. In addition,
three-month overlapping changes in the SAM index based
on the surface pressure difference between 65!S and 40!S
[Gong and Wang, 1999] are shown.
[9] Figures 2a, 2c, 2e, and 2g (Figures 2b, 2d, 2f, and 2h)

show the results for period I (II) based on the ensemble
mean of simulations P-1 and P-2 (C21-HSST and C21-
CSST). The results discussed are very similar for the two
individual simulations. They are significant on the monthly
time scale in the stratosphere (99% level) and on the
seasonal time scale in the troposphere (95% level).
[10] Between 1969 and 1999 in P-1 and P-2, ozone loss

over the polar cap migrates down from near 10 hPa in
August to near 200 hPa in November, with largest loss
between 50 and 70 hPa during October (Figure 2a). (Tro-
pospheric ozone in GEOS CCM is represented by relaxation
to climatology, so no trends are expected.) Polar ozone loss
forces lower stratospheric cooling in the polar cap
(Figure 2c), most pronounced at 100 hPa in December.
[11] The polar cooling increases the meridional tempera-

ture gradient and causes westerly zonal wind anomalies in
the stratosphere (Figure 2e). Changes in tropospheric west-
erlies maximize during December and January, lagging the
stratospheric zonal wind changes by one month. The SAM

Table 1. Time Period, SST Data Set, Scenarios for Halogens and GHGs for GEOS CCM Experiments

Experiment Time Period SST Halogens Greenhouse Gases

P-1 1950–2004 Had1SST Observed Observed
P-2 1951–2004 Had1SST Observed Observed
C21-HSST 1996–2099 HadGEM1 WMO Baseline scenario Ab IPCC/GHG scenario A1b (medium)
C21-CSST 2000–2099 CCSM3.0 WMO Baseline scenario Ab IPCC/GHG scenario A1b (medium)
C21Cl1960 2001–2099 CCSM3.0 Chlorine fixed at 1960 values IPCC/GHG scenario A1b (medium),

with chlorine fixed at 1960 values

Figure 1. Time series of 70-hPa minimum zonal mean
ozone mixing ratio [ppmv] over SH polar cap area (between
90!S and 60!S) during October (using daily model output).
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Uncertain Forcing vs. Uncertain Dynamics

• 1K warming of tropical upper troposphere OR cooling in polar stratosphere 
causes ~ 0.2o shift in the SH jet:   jet responds to temperature gradient

• Variability in modeled circulation response are due to 

• differences in thermal forcing by ozone and GHGs

• differences in “circulation sensitivity”
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Connection between 21st Century Jet Shift and
20th Century Climatology
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Connection between the Climatological Jet 
Position and Time Scales of Internal Variability
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What does this annular mode time scale 
represent?
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Connection between the Climatological Jet 
Position and Time Scales of Internal Variability
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Internal Variability - Jet Shift Connection

Annular Mode Time Scale (days)

larger jet shift

longer time scale

[ Kidston and Gerber 2010]
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Similar Connections in CCMVal2 Models 
(20th Century)
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[44] The geometry of the sphere and the equator‐to‐pole
temperature difference establish a high‐latitude limit to the
extent of the extratropical jet. If the jet changes its location
in response to external forcing, the poleward displacement
(and intensification) may preferentially occur when the cli-
matological jet is located in the latitudes lower than this
high‐latitude limit. In models where the climatological jet is
located in high latitudes, it is likely difficult to move the jet
farther poleward. In contrast, in models where the climato-
logical jet exhibits an equatorward bias, there is much more
room for the jet to move poleward. This simple, likely
oversimplified, argument amounts to a geometric constraint.
[45] The dynamic constraint is linked to a connection

between internal variability and background flow. A series
of idealized modeling studies by Gerber and Vallis [2007],
Son et al. [2008] and Simpson et al. [2010] have shown that
the e‐folding time scale of zonal mean flow variability or
annular mode (hereafter simply “the time scale”) is highly
sensitive to the background flow. They found that it is
shorter in integrations where the climatological eddy‐driven
jet is located in higher latitudes. Figure 10b shows the
relationship between the time scale and the location of cli-
matological jet for the CCMVal‐2 models. Here, the time
scale is estimated by e‐folding time scale of the SAM index,
derived from the Empirical Orthogonal Function (EOF)
analyses of daily zonal mean geopotential height. This
e‐folding time scale is first calculated at each model level
and then integrated from the surface to 250 hPa. (See Gerber
et al. [2010] for further details.) It is found that the time
scale is highly correlated with the location of climatological
jet, decreasing as the jet is located in higher latitudes. This is
consistent with idealized model experiments. A similar
relationship is also found in the AR4 model integrations
[Kidston and Gerber, 2010].

[46] The fluctuation‐dissipation theorem links the inter-
nal variability of a system to its response to external
forcing [e.g., Leith, 1975]. Proper application of fluctua-
tion‐dissipation theory requires knowledge of the correla-
tion structure between all modes of the system, or at least a
subset sufficient to represent the dynamics [e.g., Majda
et al., 2010], but such an analysis is beyond the scope of
this study. As discussed by Leith [1975], however, a simpler
relationship may apply if the annular mode is sufficiently
uncorrelated with other modes in the system. In this case one
might expect that for models with more persistent internal
variability (e.g., longer time scale), the jet should respond
more to external forcing, as found by Gerber et al. [2008]
and Ring and Plumb [2008] in idealized model integra-
tions. This is to a large degree in agreement with the
findings of Figure 10.
[47] Why is the e‐folding time scale shorter as the jet is

located in higher latitudes? It may arise from meridional
propagation of baroclinic eddies [Son et al., 2007; Simpson
et al., 2010]. The summer hemisphere jet is essentially
driven by eddies and generally forms at the region of
maximum baroclinicity as discussed in section 3.3 (see also
Figure 9a). Given that baroclinicity in the subtropics is fixed
by the Hadley circulation, the extratropical jet at higher
latitudes implies a broader baroclinic zone where baroclinic
waves can propagate. This may allow eddies to propagate
latitudinally more effectively, weakening the stability of the
eddy fluxes which maintain the zonal mean flow anoma-
lies. The result would be a less stationary zonal mean flow
anomaly in time, leading to shorter time scale. The oppo-
site would be the case for the jet located in lower latitudes.
Eddy activity would be confined to a more limited latitude
band, and would increase the chances that eddy fluxes
continuously occur at similar latitudes, making zonal mean

Figure 10. The relationship between the climatological jet location in the CCMVal‐2 REF‐B1 scenario
and (a) the tropospheric jet response to ozone depletion and (b) time scale of the SAM index in the SH
summer as simulated by the CCMVal‐2 REF‐B1 models. In Figure 10a the tropospheric [u]max trend is
normalized by the hO3i50 trend. Only 15 models are used here excluding two outliers which show too
weak hO3i50 trend or negative [u]max trend (see Figures 7 and 8). In Figure 10b, only 11 models are
used, as others have not archived sufficiently daily data. Time scale based on the NCEP‐NCAR reanalysis
[Baldwin et al., 2003] is indicated with error bar in Figure 10b.
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Dry Dynamical Core Experiments
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Apply torque that projects on internal variability
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u and the annular mode



System responds modally: 
strong projection on to internal variability
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Fluctuation-Dissipation Theory: Model with greater 
persistence more sensitive to external forcing
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1979-1999 DJF Trends in zonal mean zonal wind

ECMWF CCMVal2 CMIP3 w/ O3

[Son et al. 2008;
Gerber et al. 2011]



1979-1999 DJF Trends in zonal mean zonal wind

ECMWF CCMVal2 CMIP3 w/ O3

[Son et al. 2008;
Gerber et al. 2011]

A Paradox: Models overestimate AM time scales, 
                  but their 20th century circulation 

   response is too weak!



Conclusions

• The Southern Hemisphere jet stream is pushed poleward by GHG induced 
tropical warming and pulled poleward by ozone induce cooling.  Too date, 
ozone has dominated DJF signal.

• Uncertainty stems from differences in the thermal response to anthropogenic 
forcing and the dynamical sensitivity to temperature changes

• A models circulation response is related to it’s ability to simulate the observed 
climate: models with an equatorward bias in the jet and overly persistent 
natural variability are more sensitive to external forcing 

• Eddy-mean flow interactions make the austral jet stream in summer very 
difficult to simulate: there are still open questions in large scale dynamics 



Epilogue ...  Preliminary calculations suggest that
(some) CMIP5 model’s have similar biases!
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The annular mode “time scale”
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Polar Cap Temperature Trends

GHG concentration in the future (Although not shown,
tropical upper tropospheric warming in the AR4 A1B sce-
nario integrations is about 1.5 times stronger than that in the
20C3M integrations). This puzzling result may be attributed
to other external forcings which differ between the past and
the future climate. Further studies are needed.
[29] The results presented in Figure 5 suggest that

stratospheric ozone influences the entire SH circulation from
the stratosphere to the lower troposphere and from the polar
regions to the subtropics, as discussed by Son et al. [2009b].

Although quantitative differences are present (to be further
discussed later), both the CCMVal‐2 and the AR4 models
show that stratospheric O3 depletion has helped the SH
summer jet to shift poleward and Hadley cell to expand
poleward in the recent past. These trends are predicted to be
weakened or even disappear in the future due to the antic-
ipated O3 recovery. To confirm this finding, further analyses
are carried out for the SH winter, June–August (JJA), when
stratospheric O3 forcing is essentially absent. As expected,

Figure 5. Multimodel mean trends of the SH summer circulation as simulated by the CCMVal‐2 and the
AR4 models. The mean trends and 1 standard deviation error bars are shown for (a) September–December
(SOND) hO3i50, (b) October–January (ONDJ) hTPi100, (c) December–February (DJF) hptrpi, (d) DJF
[u]lat, and (e) DJF [H]lat. See Table 3 for the definition of each variable. In Figure 5a, ozone trends
are not shown for the AR4 models with time‐varying ozone as they are neither archived nor documented.
In Figure 5b the observed temperature trend near 70°S for time period of 1969–1998 [Thompson and
Solomon, 2002] is shown with a cross for reference. In all plots, multimodel mean trends for the AR4
models with high vertical resolution (models with footnote b in Table 2) are indicated by triangles. Note
that negative trends in Figures 5d and 5e denote poleward shift in westerly jet or poleward expansion of
the Hadley cell in the SH.
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ipated O3 recovery. To confirm this finding, further analyses
are carried out for the SH winter, June–August (JJA), when
stratospheric O3 forcing is essentially absent. As expected,

Figure 5. Multimodel mean trends of the SH summer circulation as simulated by the CCMVal‐2 and the
AR4 models. The mean trends and 1 standard deviation error bars are shown for (a) September–December
(SOND) hO3i50, (b) October–January (ONDJ) hTPi100, (c) December–February (DJF) hptrpi, (d) DJF
[u]lat, and (e) DJF [H]lat. See Table 3 for the definition of each variable. In Figure 5a, ozone trends
are not shown for the AR4 models with time‐varying ozone as they are neither archived nor documented.
In Figure 5b the observed temperature trend near 70°S for time period of 1969–1998 [Thompson and
Solomon, 2002] is shown with a cross for reference. In all plots, multimodel mean trends for the AR4
models with high vertical resolution (models with footnote b in Table 2) are indicated by triangles. Note
that negative trends in Figures 5d and 5e denote poleward shift in westerly jet or poleward expansion of
the Hadley cell in the SH.
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Linking differences in dynamical sensitivity
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[44] The geometry of the sphere and the equator‐to‐pole
temperature difference establish a high‐latitude limit to the
extent of the extratropical jet. If the jet changes its location
in response to external forcing, the poleward displacement
(and intensification) may preferentially occur when the cli-
matological jet is located in the latitudes lower than this
high‐latitude limit. In models where the climatological jet is
located in high latitudes, it is likely difficult to move the jet
farther poleward. In contrast, in models where the climato-
logical jet exhibits an equatorward bias, there is much more
room for the jet to move poleward. This simple, likely
oversimplified, argument amounts to a geometric constraint.
[45] The dynamic constraint is linked to a connection

between internal variability and background flow. A series
of idealized modeling studies by Gerber and Vallis [2007],
Son et al. [2008] and Simpson et al. [2010] have shown that
the e‐folding time scale of zonal mean flow variability or
annular mode (hereafter simply “the time scale”) is highly
sensitive to the background flow. They found that it is
shorter in integrations where the climatological eddy‐driven
jet is located in higher latitudes. Figure 10b shows the
relationship between the time scale and the location of cli-
matological jet for the CCMVal‐2 models. Here, the time
scale is estimated by e‐folding time scale of the SAM index,
derived from the Empirical Orthogonal Function (EOF)
analyses of daily zonal mean geopotential height. This
e‐folding time scale is first calculated at each model level
and then integrated from the surface to 250 hPa. (See Gerber
et al. [2010] for further details.) It is found that the time
scale is highly correlated with the location of climatological
jet, decreasing as the jet is located in higher latitudes. This is
consistent with idealized model experiments. A similar
relationship is also found in the AR4 model integrations
[Kidston and Gerber, 2010].

[46] The fluctuation‐dissipation theorem links the inter-
nal variability of a system to its response to external
forcing [e.g., Leith, 1975]. Proper application of fluctua-
tion‐dissipation theory requires knowledge of the correla-
tion structure between all modes of the system, or at least a
subset sufficient to represent the dynamics [e.g., Majda
et al., 2010], but such an analysis is beyond the scope of
this study. As discussed by Leith [1975], however, a simpler
relationship may apply if the annular mode is sufficiently
uncorrelated with other modes in the system. In this case one
might expect that for models with more persistent internal
variability (e.g., longer time scale), the jet should respond
more to external forcing, as found by Gerber et al. [2008]
and Ring and Plumb [2008] in idealized model integra-
tions. This is to a large degree in agreement with the
findings of Figure 10.
[47] Why is the e‐folding time scale shorter as the jet is

located in higher latitudes? It may arise from meridional
propagation of baroclinic eddies [Son et al., 2007; Simpson
et al., 2010]. The summer hemisphere jet is essentially
driven by eddies and generally forms at the region of
maximum baroclinicity as discussed in section 3.3 (see also
Figure 9a). Given that baroclinicity in the subtropics is fixed
by the Hadley circulation, the extratropical jet at higher
latitudes implies a broader baroclinic zone where baroclinic
waves can propagate. This may allow eddies to propagate
latitudinally more effectively, weakening the stability of the
eddy fluxes which maintain the zonal mean flow anoma-
lies. The result would be a less stationary zonal mean flow
anomaly in time, leading to shorter time scale. The oppo-
site would be the case for the jet located in lower latitudes.
Eddy activity would be confined to a more limited latitude
band, and would increase the chances that eddy fluxes
continuously occur at similar latitudes, making zonal mean

Figure 10. The relationship between the climatological jet location in the CCMVal‐2 REF‐B1 scenario
and (a) the tropospheric jet response to ozone depletion and (b) time scale of the SAM index in the SH
summer as simulated by the CCMVal‐2 REF‐B1 models. In Figure 10a the tropospheric [u]max trend is
normalized by the hO3i50 trend. Only 15 models are used here excluding two outliers which show too
weak hO3i50 trend or negative [u]max trend (see Figures 7 and 8). In Figure 10b, only 11 models are
used, as others have not archived sufficiently daily data. Time scale based on the NCEP‐NCAR reanalysis
[Baldwin et al., 2003] is indicated with error bar in Figure 10b.
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GHG warming pushes jet ...
... ozone pulls it

FIG. 2. The zonal-mean response to tropical tropospheric heating. Bold black lines in all plots represent the control run tropopause
height. (left) The thermal forcing (K day21). (middle) The total eddy heat flux response (shading) (K m s21) and the temperature re-
sponse (contours) (K). (right) The total eddy momentum flux response (shading) (m2 s22) and the zonal-mean zonal wind response
(contours) (m s21). (a) Results for tropical upper-tropospheric heating; (b) results for shallow tropical upper-tropospheric heating;
(c) results for narrow tropical upper-tropospheric heating; (d) results for tropical heating centered at 500 hPa. Note the forcings are shown
pole–pole but the responses are shown for only one hemisphere. The thermal forcings are detailed in Table 1.
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the cooling while continuing to allow the upper bound of
the cooling to extend through the top of the stratosphere.
When the center of the heating is lifted by 25 hPa (Fig.
5b), the amplitude of the response is damped by ;50%,
but the structure of the response is unchanged and the
key features remain significant: the heat fluxes are still
anomalously positive in the polar stratosphere, the upper-
tropospheric momentum fluxes are still anomalously
poleward across 508 latitude, and the surface zonal flow is
still anomalously easterly along ;408 and westerly along
;608 latitude (see also Table 4). However, when the
center of the heating is lifted by 50 hPa (Fig. 5c), the
barotropic component of the tropospheric response
largely vanishes.
The sensitivity of the tropospheric response to polar

stratospheric cooling is investigated further in Fig. 6. We

again examine the effect of lifting the cooling, but in this
case the depth of the cooling is only;100 hPa. Figure 6a
shows results for shallow cooling centered at 200 hPa.
The structure of the response is largely unchanged from
that shown in the top of Fig. 5, albeit the amplitude of
the response is weaker. Note that in the case of shallow
cooling the increased heat fluxes in the polar strato-
sphere are confined to the levels where cooling is oc-
curring (Fig. 6a, middle panel). Figures 6b,c show results
for the same shallow cooling, but in these cases the
cooling has been lifted by 25 hPa (Fig. 6b) and 50 hPa
(Fig. 6c). Lifting the cooling has little effect on the changes
in polar stratospheric temperatures (middle column), but it
has a dramatic effect on the changes in the tropospheric
circulation (right column). When the cooling is lifted
by 25 to 175 hPa (Fig. 6b), the tropospheric response

FIG. 5. As in Fig. 2, but for (left) the responses to the polar stratospheric thermal forcings. The forcings are documented in Table 1 and are
centered at (a) 100, (b) 75, and 50 hPa (c). (right) Note the shading scaling is about half that for Fig. 2.
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A Simple Model of the Jet Response

jet shift = ozone pull + GHG push

two unknowns

20th Century (1960-99) Model Changes

∆Ulat = rO3 · ∆T03 + rGHG · ∆TGHG

∆Ulat(20C) = rO3 · ∆T03(20C) + rGHG · ∆TGHG(20C)

21st Century (2000-79) Model Changes
∆Ulat(21C) = rO3 · ∆T03(21C) + rGHG · ∆TGHG(21C)

two equations:



Idealized GCM Experiments
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Dynamical core experiments: 
interaction between the “stirring” and the flow
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u and the annular mode



Experiment #1: Vary surface friction
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Experiment #1: Vary surface friction
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Experiment #1: Vary surface friction
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Regression Coefficients: Estimate of Sensitivity
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∆Ulat = rO3 · ∆T03 + rGHG · ∆TGHG



Attribution of 21st Century Climate Trends
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Fluctuation-Dissipation Theory
Impact of longer time scale on response to forcing
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Fluctuation-Dissipation Theory
Impact of longer time scale on response to forcing
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Idealized GCM Experiments

• Held and Suarez (1994) Physics

• Allow us to focus on the role of large scale dynamics in shaping the climate
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Experiment #2: Vary thermal damping time scale
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Experiment #3: Vary temperature gradient
Jet Latitude - Time Scale Connection
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Summary of GCM Experiments

AM time 
scale

jet shifts poleward

temperature
gradient

thermal damping

surface friction



Summary of GCM Experiments

AM time 
scale

jet shifts poleward

temperature
gradient

thermal damping

Implications: 
1) AM time scale is distinct from the imposed time
   scales, rather a product of eddy-mean flow interactions
2) processes that set jet location also set AM time scale

surface friction


