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Recent studies show the increase of the forest fires risk in Northern Eurasia regions 
under  expected climate changes  [Mokhov et  al.,  2006;  Mokhov and Chernokulsky,  2010; 
Groisman et al., 2012]. Significant part (about 15-20%) of forest fires is initiated by lightning. 
Here,  we  assess  the  changes  in  the  occurrence  of  Cumulonimbus  clouds  (CbO)  and 
thunderstorms (ThO) in summer over Russia from routine 3-hourly synoptic observations on 
meteorological stations during  1966-2010 [Chernokulsky et al., 2011].

We found that total cloud fraction in summer has a positive trend over Russia as a whole 
(about 2-4%/decade) due to an increase of CbO with an occurrence of high-level cloudiness 
(cirrus form). However, changes of low cloud fraction (cumuli and strati) vary significantly 
from station to station.  The CbO has positive trend up to 6-8%/decade for many Russian 
stations (Fig. 1). Other low-level cloud types (Cumulus, Nimbostratus and Stratus) display 
domination of negative values for trends (3-5%/decade for cumuli and 1-3%/decade for strati) 
with minor regional exceptions. In particular, an increase of the occurrence for stratus clouds 
is  noted  over  the  coastal  regions  of  the  Far  East  (about  4-7%/decade).  In  general,  the 
occurrence of convective clouds tends to increase with more intensive cumuli, the occurrence 
of stratiform clouds tends to decrease.  

Figure 1. Trends of the occurrence of reports with Cumulonimbus clouds (a), Cumulus clouds (b), Nimbostratus 
clouds (c) and  Stratus clouds (d) in summer during 1966-2010.

An increase of CbO can lead to an increase of the thunderstorm events occurrence (ThO). 
Coefficient of linear regression r of ThO to CbO in summer varies between 0.1 to 0.3 (with 
the maximum over Caucasus and south of Ural) (Fig.2a). Coefficient  r is maximal in July-
January (Fig.2b) (up to 0.45 for the entire Caucasus region).  An increase of r from the first 
period (1966-1987) to the second one (1989-2010) is revealed. Moreover, statistical signifi-
cance of r is increased from the first period to the second one as well. This comes from the 
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change in sign for ThO trends (from negative to positive, except Caucasus with positive trend 
for both periods) (Fig. 3).

Figure 2. Coefficient of linear regression r for the occurrence of days with thunderstorms to the occurrence of 
days with Cumulonimbus clouds: spatial distribution for r in summer  for the period 1966-2010 (a) and annual cy-
cles for two 22-years periods (1966-1987 and 1989-2010) (b) for: 1. Central region of the European part of Rus-
sia (50N-60N, 30E-60E), 2. Caucasus region (40N-50N, 35E-50E), 3. South-west of Siberia (50N-60N, 65E-
95E), 4. Baikal region (50N-60N, 105E-120E), and 5. South of the Far East (40N-55N, 125E-140E).

In general, cloudiness changes over Russia during last decades point to an increase of the 
fire ignition risk in summer. This tendency together with an increase of weather-associated 
fire indices should lead to more fire-hazardous regional climate in Northern Eurasia.

Figure 3. Interannual variations in the number of days in July with CbO and ThO for different regions (see cap-
tion to Fig.2). Coefficients of CbO and ThO trends, coefficient of linear regression of ThO to CbO and corre-
sponding coefficient of determination are displayed (bold font corresponds to 0.05 confidence level). 
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The objective identification analysis of cyclonic systems is now well established (e.g., 

Simmonds and Keay 2002, Wernli and Schwierz 2006, Neu et al. 2013). Among the 

important reasons for studying extratropical cyclones is their intimate association with 

precipitation (Rudeva and Gulev 2011). In recent times a considerably enhanced effort has 

gone into the objective analysis of fronts (e.g., Berry et al. 2011, Simmonds et al. 2012). The 

identification and tracking of fronts is a more difficult than for the case of cyclones, but 

arguably it offers more insights into synoptic activity and precipitation distribution (Hope et 

al. 2014).  

 

We are analysing the behaviour of five rather different objective frontal analysis algorithms 

(based on, respectively, (1) shifts in 850-hPa winds, (2) gradients of temperature, (3) 

gradients of wet-bulb potential temperature, (4) pattern matching, and (5) a self-organizing 

map approach. A sixth method used a manual synoptic technique. A focus was on the critical 

winter period  over part of the wheatbelt of southwest Western Australia (Fig. 1) for 1979-

2006 using the NCEP-NCAR reanalysis. (Much of the winter rainfall over this region 

originates from frontal systems.) Most methods identify the same systems for a significant 

proportion of the time, while their association with rainfall is less clear. As demonstrated in 

Hope et al. (2014) we can conclude that automated techniques have great value in 

understanding frontal behaviour and can be used to identify the changes in the frequency of 

frontal systems through time and their consequences.  
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Figure 1: Red rectangle is region over which fronts are counted, and small blue region 

indicates wheatbelt region investigated here. The synoptic pattern shown is for the strong 

front of 29 June 1993. 
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Relationships between extratropical cyclones and anticyclones in the Northern 
Hemisphere are analyzed with the use of the NCEP/NCAR reanalysis data for the period 1948-
2012. The characteristics of extratropical cyclones and anticyclones are determined similar to 
(Akperov et al., 2007; Akperov and Mokhov, 2013). 

Figure 1 shows interannual variations for relation (Nc/Nac) of the cyclones number Nc to 
the anticyclones number Nac during 1948-2012 in winter, summer and for annual means. 
According to Fig. 1 the Nc/Nac relation is larger for summer than that for winter.  

Similar cyclone-anticyclone asymmetry is characteristic for the total duration of 
extratropical cyclones (Nτ)c and anticyclones (Nτ)ac.or for their frequency (see also Mokhov et 
al., 1992)  

 
 

 
 
Figure 1. Interannual variations for relation of the cyclones number to the anticyclones number 
during 1948-2012 in winter (blue curves), summer (green curves) and for annual means (red 
curves). Bold curves are corresponding variations with the 11-years moving averaging.  

 
 
Figure 2 illustrates the relationship between the annual-mean total duration of 

extratropical cyclones (Nτ)c and anticyclones (Nτ)ac with different life times (from 1 day to 13 
days) obtained from reanalysis data for two periods (1948-1977 and 1983-2012). Similar 
dependencies were obtained for different seasons.  
 
 



 

 
 

 
 
Figure 2. Relationship between the annual-mean total duration of extratropical cyclones (Nτ)c 

(ordinate) and anticyclones (Nτ)ac (abscissa) with different life times obtained from reanalysis 
data for two periods: 1948-1977 (Δ) and 1983-2012 (♦). Straight line corresponds to the equality 
of (Nτ)c and (Nτ)ac.  
 
 
 According to Fig. 2 the relationship of (Nτ)c and (Nτ)ac is nonlinear. The cyclone-
anticyclone asymmetry for the frequency of cyclones and anticyclones is the most pronounced 
for vortices with intermediate values of frequency or total duration.  
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Strongest regional weather-climate anomalies (including hot weather in 

summer and cold weather in winter) are related with the formation of long-lived 
blocking anticyclones (blockings). We analyze here variations of blocking activity 
in the Northern Hemisphere with the use of data from 
(http://solberg.snr.missouri.edu/gcc) for the period 1969-2013 (Wiedenmann et 
al., 2002; Mokhov et al., 2012).  
 Figure 1 shows seasonal longitudinal distributions for the blockings frequency 
in the Northern Hemisphere for two periods: 1969-1990 (I) and 1992-2013 (II). 
Significant increase in blocking frequency is noted during last decades according 
to Fig. 1 for different seasons.  

 

  
 

  
 

Figure 1. Longitudinal distributions for the blockings frequency in the Northern 
Hemisphere for two periods (1969-1990 and 1992-2013) in different seasons: 
winter (first row, first column), spring (first row, second column), summer 
(second row, first column), fall (second row, second column)/ 
 

We analyzed also the blockings frequency dependence on El-Nino/La-Nina 
phenomena (Mokhov, 2011). In particular, different transitions were analyzed 
similar to (Mokhov and Timazhev, 2013). Figure 2 shows longitudinal 
distributions of blockings frequency in summer for years in the neutral El-
Nino/La-Nina phase (N) at the beginning (like 2014) and in the El-Nino phase (E) 
or neutral one at the end of the year. According to the forecasts these two 



transitions (N→E and N→N) are the most probable for the year 2014, especially 
transition N→E.  

 

 
 
Figure2. Longitudinal distributions of blockings frequency in summer for years in 
the neutral El-Nino/La-Nina phase (N) at the beginning and in the El-Nino phase 
(E) or neutral one at the end of the year.  
 

According to Fig. 2 the largest blockings frequency is corresponding for 
Western Europe for the most probable in 2014 transition N→E. That means high 
probability of blocking situation in summer 2014 for Western Europe with a high 
risk of summer heat wave.  

The transition N→N is characterized by significant increase in the blocking 
frequency over Pacific Ocean. Such a regime was realized in summer 2013 with 
the long-lived blocking over Pacific. It was a key cause for the formation of the 
extreme flood in the Amur River basin in summer-fall 2013.  

The Russian heat wave in summer 2010 due to long-lived blocking was 
corresponding to the E→L transition from El-Nino to La-Nina phase. The E→L 
transition is characterized by the highest risk of hot weather with drought 
conditions for European part of Russia according to (Mokhov and Timazhev, 
2013). 
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We have examined, with the ERA-Interim reanalysis dataset,  new aspects of the genesis and 

partial tropical transition of a rare hybrid subtropical cyclone on the eastern Australian coast. 

The genesis mechanisms of ‘Duck’ (March 2001) were remarkably similar to the first South 

Atlantic hurricane (March 2004) (Pezza and Simmonds 2005). Lorenz energetics (Lorenz 

1967) have been used in a number of analyses of intense cyclonic systems (e.g., Veiga et al. 

2008, Pezza et al. 2010), and the approach is proving to be of immense value. We report here 

on an investigation which uses the Lorenz energetics method to diagnose the evolution of 

Duck. 

 

Figure 1 shows the brightness temperatures in the developing phase of ‘Duck’ (at 0132 UTC 

7 March 2001) just prior to the time it made its landfall. The image conveys the intensity of 

the system as well as the complex environmental conditions in which it was situated. Duck 

was a rare westward-propagating low which had a hybrid thermal structure partially driven 

by upper level baroclinicity and partially driven by tropical processes in association with 

strong surface heat fluxes. A broad range of properties of Duck were calculated during its 

lifetime using the cyclone tracking scheme of  Simmonds and Rudeva (2012).  

 

The environmental energetics analysis we have performed shows it was associated with a 

sharp barotropic conversion maxima just prior to the genesis, while a weaker peak occurred 

at the time the system first acquired an upper level warm core. The landfall was coincident 

with baroclinic conversions associated with thermal dissipation inland. Overall, the 

conversions during the developing phase were modest and not exclusively barotropic, 

explaining why the cyclone did not attain hurricane status although it had formed under 

similar conditions as the South Atlantic hurricane Catarina. The energetic analyses we 

undertook were conducted over  multiple domains, and each revealed special insights into the 

relative influence of the various forcings. More details of these analyses can be found in 

Pezza et al. (2014).  
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Figure 1: Brightness temperatures from GMS-5 image (over eastern Australia and the 

Tasman Sea) in the developing phase of ‘Duck’ (indicated with a yellow ‘L’) prior to landfall 

at 0132 UTC 7 March 2001. 
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The circulation of the southern extratropics is very complex and varies according to a very 

broad scale of modes (e.g., Simmonds 2003, Simmonds and King 2004). The mode which 

explains most temporal variability is the Southern Annular Mode (SAM) (e.g., Marshall 

2003), and the SAM is intimately tied up with transient eddies through complex wave-mean 

flow interactions (e.g., Rashid and Simmonds 2004, 2005). It has been suggested that trends 

in the SAM are associated with the increase in extent of Antarctic sea ice.  

 

Over the period 1979-2013 the SAM has exhibited significant positive trends in summer 

(December – February) (p < 0.05) and autumn (March – May) (p < 0.10), but not in the other 

two seasons (Simmonds 2014).  We here show the trends in the sea level pressure (SLP) over 

the southern extratropics calculated from the ERA-Interim reanalysis for the period 1979-

2013. Fig. 1 shows, as expected, a very SAM-like signal in the summer pressure trends. In 

autumn similar significant shifts in the meridional SLP distribution may be seen in the 

Pacific, whereas an opposite signal is see in the Atlantic and there are strong positive trends 

to the east of the Weddell Sea. In winter and spring one can appreciate from the Figure that 

there is little trend in the zonal means, but spring does show a significant increase between 

about 50 and 60
o
S to the northeast of the Weddell Sea. It will be noted that the pattern in 

spring resembles the Pacific-South American teleconnection pattern. 
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Fig. 1: SH extratropical SLP trends (1979 to 2013) for Summer, Autumn, Winter, and Spring 

for the period. The units are hPa per decade, and cross hatching denotes regions over which 

the trends differ significantly from zero at the 90% confidence level. 
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1. Introduction 

NCEP/EMC in collaboration with CPC has recently developed a new QPE product called the Climate Corrected 
Precipitation Analysis (CCPA; Hou et al., 2012). The motivation for the CCPA was to design a QPE product at a 
finer scale than the available CPC gage analysis that retained the statistical properties of the original CPC analysis. 
Since this new product is significantly based on the existing Stage IV product, the question is raised: is it a suitable 
replacement for Stage IV that can be used for weather-related operational verification? For the HMT-West 
verification project, which has used Stage IV as one of its verification datasets for its winter exercise verification 
studies, the issue is one of year-to-year consistency as well as one of potential value added by the CCPA. Hou et al. 
(2012) address differences between the CCPA and Stage IV using full-CONUS accumulated precipitation, 
concluding that the CCPA under-estimates the heavier precipitation totals. For the present evaluation, we have 
concentrated on 6h totals and on the smaller HMT forecast domain in California during several heavy rain episodes 
during the winters of 2009-10 and 2010-11. The primary emphasis here reflects an objective of the HMT winter 
exercises in California, which was to evaluate the impact of the choice of QPE analyses on model verification scores 
during episodes of heavy and extreme precipitation. 

2. Results 

Fig. 1 shows a direct comparison between the two analyses as given by a verification score (frequency bias) that 
here uses Stage IV as the verification ‘observation set’ and the CCPA as the verification ‘target’ (more typically a 
numerical forecast). Scores are computed over the HMT domain during winters between 2005 and 2011, and for 6h 
values of both Stage IV and CCPA. It is clear from the figure that the CCPA (relative to the Stage IV) very slightly 
over-forecasts at the smallest thresholds, but significantly under-forecasts the larger amounts, a finding consistent 
with that of Hou et al. (2012). For actual model verification (now for heavy rainfall episodes during 2009-2011, also 
within the HMT domain), Fig. 2 illustrates the impact of using the CCPA and the Stage IV as verification analyses 
for model predictions.  At the heavier rainfall thresholds in particular, scores of the GSS are consistently better when 
the QPE estimates used are those produced by Stage IV, whereas for frequency bias the CCPA produce better 
scores. A likely source for these differences is the apparent under-estimate (and smoothing out) of heavier 
precipitation events by the CCPA suggested by Fig. 1. Based on these findings, we suggest careful reliance on 
verification studies for heavy precipitation that compare or combine results from these two analyses. 
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Fig. 1. Frequency bias for the CCPA relative to the Stage IV over the HMT domain for winters between 
2005 and 2011 at several thresholds and 4 model valid times. 

 

 

 

 

Fig. 2. Comparison of Stage IV- based and CCPA-based Gilbert skill scores (or equitable threat scores, 
left panel; larger values better) and frequency bias (right panel; values near 1 better) over the HMT 
domain for all ensemble mean forecasts at lead times and precipitation thresholds as shown. Line colors 
to be paired can be determined from the legends; generally, blue colors are CCPA-based and others are 
Stage IV-based. 
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 Potential vorticity thinking is widely used in understanding of atmospheric dynamics and 

the evolution of large-scale weather systems. In this paper an attempt to use this conception for 

mesoscale weather phenomena forecasting is presented.  

Hazardous weather events - large hail, damaging wind gusts, heavy rainfall and in some 

cases tornados produced by deep, moist convection are called convective storms. According to 

the present-day conception, three conditions are needed for the deep moist convection (Doswell 

and Bosart, 2000): 

—the humidity in the surface layer is not lower than 60%; 

—the instability or weak stability in the lower troposphere; 

—the dynamic forcing; as a result, air particles are lifted up to the free convection level. 

It is known that the majority of active convective zones are formed on the cold fronts. One of the 

conditions for the existence of active frontal zones is the sufficient amount of moisture in the 

surface layer. The convective unstable or weak-stable layers are systematically formed in the 

vicinity of fronts. Thus, the first two of the three conditions needed for the development of the 

deep moist convection are met in the active frontal zone. The third condition is the dynamic 

forcing that causes the lift of the air particles to the free convection level. In (Hoskins et al, 

1985), the explosive pressure drop on the Earth’s surface is explained by the intense upward 

motions formed in the area of intersection of the positive (in the Northern Hemisphere) anomaly 

of potential vorticity with the baroclinic zones in the lower troposphere. A system with the 

positive feedback is formed as a result of this interaction which consists of the potential vorticity 

anomaly in the upper atmospheric layers and positive temperature anomaly in the surface 

baroclinic zone. Thus, on the one hand, the existence of the positive anomaly of PV in the 

troposphere is a sign of the existence of active convection zones (Russell et al, 2012) and, on the 

other hand, the interaction between the PV anomaly and the surface baroclinic zones forms the 

conditions for the dynamic forcing that favors the formation and intensification of convection. 

Hence, having determined the anomalies of potential vorticity and surface baroclinic zones under 

condition of their intersection, the existence or formation of the active convection zone in this 

area can be supposed with high probability. According to (Peskov and Snitkovskii, 1968), in the 

case of the squall the wind speed depends on the kinetic energy of the downward flow in the 

cumulonimbus cloud and under it, and on the speed of the horizontal wind in lower and middle 

tropospheric layers. Therefore, it is necessary to study the vertical distribution of the wind in the 

revealed area because squalls are formed as a result of air sinking and transfer of momentum in 

the downward direction. The traditional approach to forecasting deep moist convective zones is 

definition of convective instability with the help of CAPE calculation and various instability 

indexes such as K-index, Lifted index, Total-totals index etc. This approach has one serious 

disadvantage: it works only in warm period of the year, when convection occurs mostly due to 

convective (static) instability. During the cold season this type of instability is observed much 

more seldom. In winter most of convective phenomena are associated with the conditional 

symmetric instability (Reuter and Aktary, 1995). Unlike the traditional methods of active 

convective zones forecasting, the approach suggested in present paper is not directly related to 

instability type definition. Therefore, this method is expected to work equally effective in warm 

and cold periods of the year. 

 The algorithm suggested (Yusupov, 2013):  

1. Active convection zones are defined by finding intersection of PV anomalies and surface 

baroclinic zones. The baroclinic zones are calculating by Huber-Pock and Kress method (Huber-

Pock and Kress, 1989). 



2. In the found zones maximum gusts of wind are calculating by empirical formulae by Peskov 

and Snitkovskii method (Peskov and Snitkovskii, 1968). 

Fig a): The situation on July 30, 2010, 06:00 UTC. Input data – forecast for 18 hours, 

1.25x1.25 degrees, Exeter. MSL isolines (magenta) and calculating frontal lines are shown. Blue 

dash lines – baroclinic zones, red lines – areas when PV0.6 PVU; brown dash lines indicate 

areas of intersection of PV anomalies and low level baroclinic zones; yellow-red shading – zones 

where forecasting gusts of wind 20 m/s. Signs of wind – gusts of wind according to observation 

data, black digits – forecasting gusts of wind. 

Fig b): The situation on December 13, 2013, 12:00 UTC. Input data – forecast for 12 hours, 

1.25x1.25 degrees, Exeter. MSL isolines and calculating frontal lines are shown. Yellow-red 

shading –zones where forecasting gusts of wind 20 m/s. Signs of wind – gusts of wind 

according to observation data, black digits – forecasting gusts of wind. 

 

 

 
a) Convective storms forecasting on 

July, 30, 2010, 06:00 UTC 

 
b) Convective storms forecasting on 

December, 13, 2013, 12:00 UTC 
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