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Interannual variability of a global field of a sea level pressure (SLP) $P$ by data from reanalysis is analyzed.

Figure 1 shows the distribution of the SLP standard interannual deviations $\delta P$ from NCEP/NCAR reanalysis (Kistler et al., 2001).

Significant variations of the $\delta P$ are noted over oceans in high and middle latitudes during winter. Large $\delta P$ values changes are associated with the centers of action in the atmosphere. Extreme $\delta P$ values are associated with the oceanic centers of action in high latitudes of the Northern Hemisphere.

Figure 2 shows differences of the $\delta P$ between two periods (1987-2006 and 1948-1967). Large changes are noted for high latitudes in both hemispheres. Decrease of the $\delta P$ has been noted for the Antarctic and Greenland region, in midlatitude of the Pacific Ocean, the coast of Greenland and Pacific Ocean. Increase of the $\delta P$ has been noted for the central part of East European plain of Russia.

This work is supported by the Russian Foundation for Basic Research and by the programs of the Russian Academy of Sciences.
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Fig. 1. Spatial distribution of the standard interannual deviation $\delta P$ (SD) of the SLP in winter (a) from NCEP/NCAR reanalysis for the period 1948-2006.
Fig. 2. Spatial distribution of the differences SD between two periods (1987-2006 and 1948-1967) (b) from NCEP/NCAR reanalysis for winter.
Temperature Trends in Troposphere over North-West of Siberia
Detected by the Method Based on the Using of Hourly Observations
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Radiosonde sounding data from dataset CARDS [Eskridge et al, 1995] for two stations: coastal station Ostrov Dikson and continental station Salehard, placed in North-West of Siberia were used for research of climatic changes of temperature (T) at the standard isobaric levels in Arctic troposphere over period 1964-10.2007 years.

Distribution of observations number used for researches for standard isobaric levels is different for different months due different height of sound rising and different historical request for reporting of sounding results. (For example, data for 1000 hPa and 925 hPa are including in aerological telegram after 1967 year.) Number of observations for 00 GMT and 12 GMT is practically the same for both stations. Partly estimations of trends are dependent from quality data. For example, numbers of observations before and after running of complex quality control procedure [Alduchov and Eskridge, 1996] are presented in tables 1 and 2 for different months, seasons and year for level 850 hPa. Number of rejected observations foot up to 1.1% (Ostrov Dikson) and 1.4% (Salehard) from all soundings (table 2 for year).

TABLE 1. Number of T observations before and after complex quality control for level 850 hPa for different months.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Salehard</td>
<td>2347</td>
<td>2325</td>
<td>2440</td>
<td>2411</td>
<td>2384</td>
<td>2269</td>
<td>2158</td>
<td>2238</td>
<td>2267</td>
<td>2274</td>
<td>2106</td>
<td>2250</td>
</tr>
</tbody>
</table>

TABLE 2. The same as TABLE 1 for seasons and for year.

<table>
<thead>
<tr>
<th>Station</th>
<th>Winter</th>
<th>Spring</th>
<th>Summer</th>
<th>Autumn</th>
<th>Year</th>
<th>Year (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ostrov Dikson</td>
<td>Before control</td>
<td>5798</td>
<td>6070</td>
<td>5851</td>
<td>5662</td>
<td>23401</td>
</tr>
<tr>
<td>After control</td>
<td>5749</td>
<td>6000</td>
<td>5785</td>
<td>5617</td>
<td>23151</td>
<td>98.9</td>
</tr>
<tr>
<td>Salehard</td>
<td>Before control</td>
<td>6655</td>
<td>7141</td>
<td>6549</td>
<td>6566</td>
<td>26911</td>
</tr>
</tbody>
</table>

The multiannual monthly means of temperature are presented for different months, seasons and for year at figure 1a. Corresponding linear trends in time series of temperature anomalies at the standard isobaric levels in troposphere, calculated by the method based on the using of hourly observations with taking into account the possible time correlations of observations [Alduchov and Chernykh, 2008], are presented at figure 1b–1d. Due continuity of climatic changes in atmosphere all detected trends (with different significance), trends with significance not less than 50% and trends with significance not less than 95% are presented at the figure 1b, 1c, 1d correspondently.

Figure 1b shows that climatic changes in Arctic troposphere are inhomogeneous in time and space. Warming is detected at all levels in troposphere over Salehard for all months (with exception December), seasons and year in total. Over Ostrov Dikson warming is detected for all months, seasons and year only in low troposphere. Only for March, May and July warming is detected for middle and high troposphere too. Cooling is detected in middle and/or high troposphere for other months, for winter, summer and autumn. Small cooling was detected in high levels of troposphere for year in total. Figure 1c shows that not all determined trends were detected with significance more than 50% for both stations.

Figure 1d shows that warming with significance not less than 95% was detected only for January, May and June, spring, summer and autumn and year for both stations. But the warming was detected at most levels of troposphere over Salehard and only in low troposphere over Ostrov Dikson.

Linear trends values for temperature anomalies for levels 850 hPa, 700 hPa and 500 hPa are presented in Table 3 for January, May, June and year. Largest warming for both stations was detected at level 850 hPa. For Ostrov Dikson it was detected for January with decadal changes 0.97ºC/Dec. For Salehard it was detected for June with decadal changes 0.90ºC/Dec. For year largest warming was detected at level 850 hPa for Ostrov Dikson and for Salehard with decadal changes 0.36ºC/Dec. and 0.38 ºC/Dec. correspondently.

The results can be used for modeling of climate change. Acknowledgment. Study was partly supported by Russian Basic Research Foundation (RBRF), project 07-05-00264 and IPY project CLOMAP.
Ostrov Dikson Salehard

a) Multiannual mean values for temperature

<table>
<thead>
<tr>
<th>Months</th>
<th>Seasons</th>
<th>Year</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jan</td>
<td>Winter</td>
<td>1964</td>
</tr>
<tr>
<td>Feb</td>
<td>Spring</td>
<td>1965</td>
</tr>
<tr>
<td>Mar</td>
<td>Summer</td>
<td>1966</td>
</tr>
<tr>
<td>Apr</td>
<td>Autumn</td>
<td>1967</td>
</tr>
<tr>
<td>May</td>
<td></td>
<td>1968</td>
</tr>
<tr>
<td>June</td>
<td></td>
<td>1969</td>
</tr>
<tr>
<td>July</td>
<td></td>
<td>1970</td>
</tr>
<tr>
<td>Aug</td>
<td></td>
<td>1971</td>
</tr>
<tr>
<td>Sep</td>
<td></td>
<td>1972</td>
</tr>
<tr>
<td>Oct</td>
<td></td>
<td>1973</td>
</tr>
<tr>
<td>Nov</td>
<td></td>
<td>1974</td>
</tr>
<tr>
<td>Dec</td>
<td></td>
<td>1975</td>
</tr>
</tbody>
</table>

b) The linear trends for temperature anomalies without estimation of significance.

c) The linear trends for temperature anomalies with significance not less than 50%.

d) The linear trends for temperature anomalies with significance not less than 95%.

Fig. 1. Multiannual mean values for temperature (a) and linear trends for temperature anomalies (°C/Year) for the isobaric levels calculated on the base of hourly observations with taking into account the time correlations of observations for different months (in the left), seasons (in the center) and for year (in the right) without estimation of significance (b), with significance not less than 50% (c) and 95% (d). The first tropopause is marked by black line. Stations: Ostrov Dikson (left column) and Salehard (right column). CARDS. 1964 – 10.2007.

TABLE 3. Linear trends for temperature anomalies (°C/Decade) for standard isobaric levels 850 hPa, 700 hPa, 500 hPa calculated on the base of hourly observations with taking into account the time correlations of observations, for January, May, June and year. Trends with significance 99% are marked by Italic. Significance of other trend is not less than 93%.

<table>
<thead>
<tr>
<th>Station</th>
<th>January</th>
<th>May</th>
<th>June</th>
<th>Year</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Standard isobaric levels, hPa</td>
<td>500</td>
<td>700</td>
<td>850</td>
</tr>
<tr>
<td>Ostrov Dikson</td>
<td>-</td>
<td>.69</td>
<td>.97</td>
<td>.40</td>
</tr>
<tr>
<td>Salehard</td>
<td>.64</td>
<td>.72</td>
<td>.79</td>
<td>.63</td>
</tr>
</tbody>
</table>
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Water Vapour Amount Trends in Troposphere over North-West of Siberia
Detected by the Method Based on the Using of Hourly Observations
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Estimations of climatic changes for water vapour amount (VA) for standard isobaric levels in troposphere over North-West of Siberia are presented for stations Ostrov Dixon and Salehard on base dataset CARDs [Eskridge et al, 1995] over period 1964-2007 years.

Number of humidity observations used for researches have shown in Table 1 for different months for standard levels: 850 hPa, 700 hPa, 500 hPa and 400 hPa. Table 1 demonstrates that number of humidity observations is decreasing with height, especially in cold months.

The multiannual monthly mean values for VA for isobaric levels and linear trends in correspondent time series for VA anomalies, calculated on the base of hourly observations with taking into account the time correlations of observations [Alduchov et al, 2006, Alduchov and Chernykh, 2008] are presented at Figure 1. The trends are presented for different months, seasons and for year without estimation of significance, with significance not less than 50% and 95%.

Figure 1a demonstrates that biggest mean values of VA in troposphere over both stations take place in summer. For 500 hPa it equal to 13.7 kg/m² for Ostrov Dixon and 18.1 kg/m² - for Salehard. But tendencies of climatic changes of VA for summer are opposite direction for the stations. VA is decreasing over Ostrov Dixon and is increasing over Salehard (fig. 1b, 1c). For example, trends of VA for 500 hPa, detected with significance 82% and 92%, equal to -0.2 kg/m²/dec. and 0.3 kg/m²/dec. correspondently.

Figure 1d shows that trends with significance not less than 95% are detected only in high troposphere over Ostrov Dixon for October (for 400 hPa trend equal to 1.2 kg/m²/dec.) and in low troposphere over Salehard for June, summer and year (for 700 hPa decadal changes equal to 0.5 kg/m²/dec., 0.3 kg/m²/dec. and 0.1 kg/m²/dec. correspondently).

It was shown in [1] that warming with significance not less than 95% was detected only for January, May and June, spring, summer and autumn and year for both stations. In Table 2 linear trends values for VA anomalies and its significance are presented for these months and year. According [1] and Table 2 the warming and increasing VA for these months and year are detected at most levels of troposphere over Salehard and only in low troposphere over Ostrov Dixon.

The results can be used for analysis of climate change of humidity in Arctic atmosphere.

Acknowledgment. Study was supported by Russian Basic Research Foundation (RBRF), project 07-05-00264 and IPY project CLOMAP.
Fig. 1. Multiannual mean values (kg/m²) for vapour amount VA and linear trends in time series of vapour amount anomalies (kg/m²/year) for the isobaric levels calculated on the base of hourly observations with taking into account the time correlations of observations for different months (in the left), seasons (in the center) and for year (in the right) without estimation of significance, with significance not less than 50% and 95%. The first tropopause is marked by black line. Stations Ostrov Dikson (left column) and Salehard (right column). CARDS. 01.1964 – 10.2007.
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Total cloudiness changes during 1983-2006 from ISCCP data
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Clouds play an important role in regulating the flow of radiation at the top of the atmosphere and at the surface (IPCC, 2007). The response of cloudiness to increasing greenhouse gases and temperature represents one of the largest uncertainties in climate model predictions.

Changes in total cloudiness from ISCCP data (Rossow and Duenas, 2004) in last two decades were estimated. D2 product, which correspond monthly averaged values on grid 2.5°x2.5° and cover time period from July 1983 to June 2006 was used.

According to this data, total cloudiness decreases from the middle eighties to the end of previous century (Fig. 1) (Mokhov and Chernokulsky 2003; Chernokulsky and Mokhov, 2006, Chernokulsky 2007). Global averaged cloudiness trend \( n \) from 1987 to 2000 is equal to -0.0027 yr\(^{-1}\) (corresponding coefficient of correlation \( r \) amount -0.96). But since 2001 cloudiness began to growth (\( n = 0.0005 \) yr\(^{-1}\), \( r = 0.3 \)) so finally \( n \) for all period is equal to -0.0017 yr\(^{-1}\) (\( r = -0.88 \)).

The same tendencies take place not only in global mean, but also in regional scale (tropic and midlatitude in both hemisphere) and both for ocean and for land surface (Table1). Cloudiness maximums for all regions note at period between 1985 and 1988 years, with only one exception (for land in southern hemisphere’s midlatitude it is 1992). Cloudiness minimums note at 1998-2002 years, except land in southern tropical zone (1994) and southern midlatitude zone (1993 for ocean and 1996 for land).

The highest modulo of \( n \) observed in northern hemisphere tropical zone beneath ocean surface \( (n = -0.0031, r = -0.85) \). The lowest modulo \( n \) obtained in southern midlatitude zone beneath ocean surface \( (n = -0.0004, r = -0.44) \). In addition, total cloudiness here has a highest value (0.83). The lowest value observed beneath land in northern tropical zone (0.5), and global mean cloudiness equal 0.67.

This work was partly supported by the Russian Foundation for Basic Research, by the Programs of the Russian Academy of Sciences and by the Russian President scientific grant.
Table 1. Statistical characteristic of total cloudiness in different region

<table>
<thead>
<tr>
<th>Region</th>
<th>mean</th>
<th>max</th>
<th>min</th>
<th>Trend (n) + STD</th>
<th>r</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ocean+Land</td>
<td>0.67</td>
<td>0.69 (1987)</td>
<td>0.65 (2000)</td>
<td>-0.0017±0.0002</td>
<td>-0.88</td>
</tr>
<tr>
<td>Ocean</td>
<td>0.70</td>
<td>0.73 (1986)</td>
<td>0.68 (2000)</td>
<td>-0.0018±0.0002</td>
<td>-0.86</td>
</tr>
<tr>
<td>Land</td>
<td>0.57</td>
<td>0.59 (1987)</td>
<td>0.55 (2002)</td>
<td>-0.0014±0.0002</td>
<td>-0.86</td>
</tr>
<tr>
<td>Ocean+Land</td>
<td>0.64</td>
<td>0.67 (1987)</td>
<td>0.62 (2000)</td>
<td>-0.0019±0.0003</td>
<td>-0.86</td>
</tr>
<tr>
<td>Ocean</td>
<td>0.68</td>
<td>0.71 (1986)</td>
<td>0.66 (1998)</td>
<td>-0.0023±0.0003</td>
<td>-0.86</td>
</tr>
<tr>
<td>Land</td>
<td>0.58</td>
<td>0.61 (1987)</td>
<td>0.56 (2000)</td>
<td>-0.0014±0.0003</td>
<td>-0.77</td>
</tr>
<tr>
<td>Ocean+Land</td>
<td>0.69</td>
<td>0.71 (1987)</td>
<td>0.67 (1999)</td>
<td>-0.0014±0.0002</td>
<td>-0.85</td>
</tr>
<tr>
<td>Ocean</td>
<td>0.72</td>
<td>0.74 (1987)</td>
<td>0.70 (1999)</td>
<td>-0.0014±0.0002</td>
<td>-0.79</td>
</tr>
<tr>
<td>Land</td>
<td>0.54</td>
<td>0.56 (1986)</td>
<td>0.51 (2002)</td>
<td>-0.0016±0.0003</td>
<td>-0.75</td>
</tr>
<tr>
<td>Ocean+Land</td>
<td>0.60</td>
<td>0.63 (1985)</td>
<td>0.57 (2000)</td>
<td>-0.0026±0.0003</td>
<td>-0.89</td>
</tr>
<tr>
<td>Ocean</td>
<td>0.62</td>
<td>0.66 (1985)</td>
<td>0.59 (2000)</td>
<td>-0.0028±0.0003</td>
<td>-0.88</td>
</tr>
<tr>
<td>Land</td>
<td>0.52</td>
<td>0.55 (1988)</td>
<td>0.50 (2001)</td>
<td>-0.0020±0.0003</td>
<td>-0.85</td>
</tr>
<tr>
<td>Ocean+Land</td>
<td>0.59</td>
<td>0.62 (1986)</td>
<td>0.56 (2000)</td>
<td>-0.0028±0.0004</td>
<td>-0.86</td>
</tr>
<tr>
<td>Ocean</td>
<td>0.62</td>
<td>0.66 (1985)</td>
<td>0.59 (1998)</td>
<td>-0.0031±0.0004</td>
<td>-0.85</td>
</tr>
<tr>
<td>Land</td>
<td>0.50</td>
<td>0.53 (1988)</td>
<td>0.46 (2000)</td>
<td>-0.0021±0.0004</td>
<td>-0.73</td>
</tr>
<tr>
<td>Ocean+Land</td>
<td>0.60</td>
<td>0.63 (1985)</td>
<td>0.58 (1999)</td>
<td>-0.0024±0.0003</td>
<td>-0.88</td>
</tr>
<tr>
<td>Ocean</td>
<td>0.62</td>
<td>0.65 (1987)</td>
<td>0.59 (1999)</td>
<td>-0.0026±0.0004</td>
<td>-0.84</td>
</tr>
<tr>
<td>Land</td>
<td>0.55</td>
<td>0.58 (1986)</td>
<td>0.53 (1994)</td>
<td>-0.0019±0.0003</td>
<td>-0.81</td>
</tr>
<tr>
<td>Ocean+Land</td>
<td>0.69</td>
<td>0.72 (1987)</td>
<td>0.67 (2000)</td>
<td>-0.0015±0.0003</td>
<td>-0.77</td>
</tr>
<tr>
<td>Ocean</td>
<td>0.77</td>
<td>0.80 (1986)</td>
<td>0.75 (2000)</td>
<td>-0.0018±0.0003</td>
<td>-0.81</td>
</tr>
<tr>
<td>Land</td>
<td>0.60</td>
<td>0.63 (1987)</td>
<td>0.58 (2000)</td>
<td>-0.0012±0.0003</td>
<td>-0.66</td>
</tr>
<tr>
<td>Ocean+Land</td>
<td>0.81</td>
<td>0.83 (1986)</td>
<td>0.80 (1993)</td>
<td>-0.0004±0.0002</td>
<td>-0.45</td>
</tr>
<tr>
<td>Ocean</td>
<td>0.83</td>
<td>0.84 (1986)</td>
<td>0.82 (1993)</td>
<td>-0.0004±0.0002</td>
<td>-0.44</td>
</tr>
<tr>
<td>Land</td>
<td>0.55</td>
<td>0.58 (1992)</td>
<td>0.53 (1996)</td>
<td>-0.0006±0.0004</td>
<td>-0.30</td>
</tr>
</tbody>
</table>
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The history of climate variability is not well simulated by climate models, however proxy climate records offer additional constraints for developing atmospheric analyses that to date have not been included in constructing gridded fields to represent the history of atmospheric circulation statistics. The isotopic composition of snow, captured by ice cores, is a useful proxy to consider since the physics controlling the isotopic composition is well known and can be modeled in atmospheric circulation models. Thus, we suggest model estimates of the linkage between the ice core records and the atmospheric circulation can be used in an inverse sense to estimate the atmospheric variability.

Climate models that include stable water isotopes have been run for simulation of the 1870-2003 climate by the Stable Water Isotope Intercomparison Group (SWING). An array of 35 ice cores is distributed at many latitudes and they act as long proxy records for features of global climate such as the global temperature, El Nino Southern Oscillation, Southern Annular Mode, North Pacific Index, and North Atlantic Oscillation. These indices may be constructed from the SWING models, since they are generally represented by pressure differences between stations. The ice core records may also be derived from the SWING models by determining the net isotopic deposition at each core site. Direct measurements and/or reconstructions of the climate indices have been performed for the 20th century, and thus we have both fully empirical and fully model databases of the ice cores’ response to shifts in such climate features.

The inverse approach for estimating climate indices from isotope records is characterized by the forward model:

\[
y = Kx + \varepsilon
\]

(Rodgers, 2000)

where \( y \) is the array of isotope records, \( x \) is the array of climate indices, \( K \) is the weighting function matrix, and \( \varepsilon \) is the error. The weighting function matrix, \( K \), characterizes the sensitivity of the ice cores to the climate indices, the sensitivity of the \( i \)th ice core to the \( j \)th climate index is:

\[
k_{ij} = \frac{\partial y_i}{\partial x_j}
\]

The resulting \( K \) matrix is of dimensions \( m \times n \), where \( m \) is the number of ice cores and \( n \) is the number of climate indices. A \( K \) matrix for the relationship between the ice cores and climate indices is constructed by performing a multiple regression analysis for each ice core:

\[
y_i = k_{11}x_1 + k_{12}x_2 + \ldots + k_{1j}x_j + \varepsilon_i
\]

where the \( k_s \) are the multiple regression coefficients, and \( \varepsilon \) is the residual of the regression and is the estimated error.

Initial steps in developing the methodology were to use only SWING model outputs to test the ability of the inversion method to reproduce its inputs. Figure 1 shows an example of the correlation between the annual 1900-1990 climate indices predicted thru inversion of SWING model (the Melbourne University Global Climate Model- MUGCM) isotopes and the climate indices derived directly from the model output, versus the number of years used in ‘training’ the \( K \) matrix. We see in the figure that for training periods less than approximately 50 years, the inversion is unable to reproduce the 1900-1990 time series with strong correlations, but for 50 years or more training the correlation is approximately .5 or better for all of the indices. Similar correlations are found if the inputs are all empirical instead of model.

The utility in using the climate models is to develop a \( K \) matrix for climate regimes of the past. The first step toward that end is to model the recent, observed, climate to validate the relationships between the climate indices and the ice cores. Figure 2 shows a similar correlation to Figure 1, but for the
inversion of the actual ice core isotopes using the same K matrix as above, with the output indices correlated with the actual climate indices. Other than temperature, the correlation between the indices resulting from the inversion and the actual climate indices is low. Ongoing work will be performed with longer than annual averaging, which is expected to provide stronger relationships between the model isotopes and climate indices and will also be more consistent with the empirical data.

Figure 1: Correlation of the climate indices output from the inversion of the MUGCM derived ice cores' isotopes with the climate indices taken directly from the model outputs.

Figure 2: Correlation of the climate indices output from the inversion of the actual ice cores’ isotopes with the empirical climate indices. The K matrix for the inversion is the same as in Figure 1.

Antarctic Peninsula warming from model simulations

Karpenko A.A., Mokhov I.I.
A.M. Obukhov Institute of Atmospheric Physics RAS, Moscow, Russia

Significant surface air temperature (SAT) increase has been observed during the last decades in the Southern Hemisphere over the Antarctic Peninsula (Turner and Pendlebury, 2004; Karpenko et al., 2005; Turner et al., 2005; Mokhov et al., 2006). In this paper, we analyze the ability of global climate models to simulate the observed tendency of warming near surface in the Antarctic Peninsula region with an assessment of possible temperature changes in the 21st century. In particular, simulations with general circulation models HadCM3 and HadGEM1 for the 4th IPCC Report (Climate Change, 2007) with the SRES-A1B and SRES-A2 scenarios are used as well as simulations the IAP RAS climate model (CM) of intermediate complexity.

Figure 1 shows the SAT changes (relative to 1961-1990) for the Bellingshausen station from model simulations in comparison with observations. The SAT increase from observations for this region is reproduced realistically by the models. General tendency of temperature increase for the 21st century from the model simulations is accompanied by remarkable variations, in particular in the first half of the century from HadGEM1 and HadCM3 simulations. The total SAT increase to the end of the 21st century relative to the end of 20th century according to model simulations for this region is estimated about 1.5 K for HadCM3, in the range 2-3 K for HadGEM1 and about 2.3-2.8 K for IAP RAS CM.

This work was partly supported by the programs of the Russian Academy of Sciences by the Russian Foundation for Basic Research.
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Figure 1. Changes of the SAT 30-year running means (K) for the Bellingshausen station region from observations and model simulations: a) HadGEM1, b) HadCM3, c) IAP RAS CM.
Nonlinear analysis of interaction between El Niño and Atlantic equatorial mode
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Based on the nonlinear techniques for the estimation of coupling between oscillatory systems, we analyze the interaction between equatorial Pacific mode (El Niño–Southern Oscillation or ENSO) and equatorial Atlantic mode (EAM).

We use several monthly mean indices for El Niño (EN) and EAM based on the HADISST data set (Rayner et al., 2003) for sea surface temperature (SST) since 1870 till 2006: Niño3 (5S-5N, 150W-90W) and Niño3.4 (5N-5S, 170W-120W) in the Pacific and Atlantic3 (20W-0, 3S-3N) in the Atlantic (see also (Keenlyside and Latif, 2007)).

Interaction between EN and EAM was studied with the use of cross-wavelet analyses in (Mokhov et al, 2007) where it was offered to use also methods based on phase dynamics modeling and nonlinear “Granger causality”.

The quantitative characteristic of the cause-and-effect relationship introduced by Granger is defined as the prediction improvement (PI) of one signal when another signal (possibly, time delayed) is taken into account in the predictive model (Granger, 1969). The results of such analysis are compared to those obtained with cross-wavelet analysis and phase dynamic analysis.

Fig.1 demonstrates the prediction improvement and statistical significance level (estimated via F-test) versus trial time delay. Both with nonlinear Granger analysis and phase dynamic analysis, the presence of EAM $\rightarrow$ ENSO influence is detected. Thus, the conclusion about the presence of the EAM $\rightarrow$ ENSO influence is inferred at significance level $p < 0.0001$ (in other words, with confident probability greater than 0.9999) for a zero time delay (accuracy of time delay estimation is not greater than 1 month). Backward influence is not detected.

To reveal trends in coupling during the last decade, we estimate coupling between NAO and ENSO in a moving window of the length of 30 years. We started with the interval 1870–1900 and finished with 1975–2005. PI-values reveal increase in the strength of the influence EAM $\rightarrow$ ENSO (Fig.2).

Interaction between North Atlantic Oscillation (NAO) and ENSO has already been studied in (Mokhov, Smirnov, 2006). To get more complete picture of interactions between Atlantic and equatorial Pacific processes, we plan to investigate mutual dynamics of NAO and EAM in the same way.
Fig. 2. Influence EAM→ENSO (for zero trial time delay) in a 30-year moving window.

The work is supported by the Russian Foundation for Basic Research (grant No. 07-05-00381) and the RAS program.
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Global surface temperature (GST) has considerably increased during the last century [1,2]. Revealing the relative contribution of the natural and anthropogenic factors to the climate change is one of the key global problems [1,3]. The purpose of this work is to estimate relative influence of different factors including solar and volcanic activity and carbon dioxide (CO₂) atmospheric content on the GST changes from observational data with the aid of empirical bivariate and multivariate autoregressive (AR) models [4].

We analyzed the time series of GST anomalies during the last 150 years (1856-2005) [2]. Let us denote it 
\[ T(t) = T_{1856} + \xi(t), \]
where \( \xi(t) \) is Gaussian white noise, coefficients \( a_j \) are estimated via the least-squares technique, the model order \( d \) is selected so to provide the least prediction error \( \sigma^2_{\xi} \) maintaining “parsimonious” model. We found that the optimal order is \( d = 4 \) which provides noise variance \( \sigma^2_{\xi} = 0.01 \text{K}^2 \). The model AR-process appears stationary. It exhibits time series quite close to the observed one. However, the GST increase in 1985-2005 is not predicted by the model constructed from the interval 1856-1985 (Fig.1). It implies that something has changed in the external influences during the period 1985-2005.

First, we constructed an individual autoregressive (AR) model of GST variations in the form
\[ T(t) = a_0 + a_1 T(t-1) + \ldots + a_d T(t-d) + \xi(t), \]  
(1)
where \( a_j \) are estimated via the least-squares technique, the model order \( d \) is selected so to provide the least prediction error \( \sigma^2_{\xi} \) maintaining “parsimonious” model. We found that the optimal order is \( d = 4 \) which provides noise variance \( \sigma^2_{\xi} = 0.01 \text{K}^2 \). The model AR-process appears stationary. It exhibits time series quite close to the observed one. However, the GST increase in 1985-2005 is not predicted by the model constructed from the interval 1856-1985 (Fig.1). It implies that something has changed in the external influences during the period 1985-2005.

Relative value of the model prediction error for the period 1856-1985 is \( \sigma^2_{\xi}/\text{var}[T] = 0.34 \), i.e. one third of the GST empirical variance is attributed to the external influences. This part of GST variations can be to some extent explained by taking into account the other factors. If so, one infers the presence of the corresponding influences. This is the idea of the Granger causality estimation.

We constructed joint AR-models taking into account only one of the above three factors, or two of them, or all three of them. Influences of all three factors are detected. An optimal bivariate model accounting for the influence of solar activity has the form
\[ T(t) = a_0 + a_1 T(t-1) + a_4 T(t-4) + b_I I(t-1) + \xi(t), \]  
(2)
E.g., if the data [5] for the period 1856-1985 is used for model fitting, then the solar variations influence is statistically significant at the significance level \( p < 0.035 \). However, the influence is not strong: the model (2) reduces the noise variance \( \sigma^2_{\xi} \) only by 2.8 % as compared to the model (1). Thus, the model (2) gives somewhat better predictions than the model (1) but is not capable to predict GST increase in 1985-2005 as well.

A bivariate model accounting for the volcanic activity influence during the period 1856-1985 reduces \( \sigma^2_{\xi} \) only by 1.2 % as compared to model (1) and does not predict the recent GST increase.
An optimal bivariate model accounting for the CO$_2$ concentration influence during 1856-1985 is
\[ T(t) = a_0 + a_1T(t-1) + a_4T(t-4) + b_{1,n}n(t-1) + b_{2,n}n(t-2) + \xi(t). \] (3)

It reduces $\sigma^2_{\xi}$ by 8.8% and adequately predicts the GST increase in 1985-2005 (Fig. 2). If constant value of CO$_2$ is used as the driving signal, the trend in GST is not observed.

An optimal model with all factors has the form
\[ T(t) = a_0 + a_1T(t-1) + a_4T(t-4) + b_{1,n}n(t-1) + b_{2,n}n(t-2) + b_{V}(t) + \xi(t), \] (4)
i.e. current value of GST depends on the previous-year solar activity, current-year volcanic activity, and CO$_2$ concentration for the two previous years. This joint model reduces the value of noise variance by 10% as compared to the model (1). Such an improvement is highly statistically significant. About 8-9% should be attributed to the CO$_2$ influence and only 1-2% to solar and volcanic activity together.

Nonlinear AR-models were also constructed. However, they involve more free parameters than linear models. The use of nonlinear models did not allow confident conclusions about coupling, most probably, due to the shortness of the available time series.

According to our analysis the most important anthropogenic factor (CO$_2$ concentration) determines the GST increase during last decades to a significant extent while the influence of solar and volcanic activity is by the order of magnitude weaker.

The work is supported by the Russian Foundation for Basic Research and programs of Russian Academy of Sciences.

2. Climate Research Unit (University of East Anglia): http://www.cru.uea.ac.uk
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1. Introduction
The CAS/JSC Working Group on Numerical Experimentation (WGNE) has conducted an intercomparison of Tropical Cyclone (TC) track forecasts using operational global models since 1991. WGNE recognized that the evaluation of TC track forecasts could revealingly indicate the performance of those models in the tropics and subtropics. As of in 2007, eleven NWP centers were contributing to this project.

2. Dataset
Table.1 shows the specification of the data provided by NWP centers, model resolutions and usage of TC bogus data in the analysis system. Table.2 gives a list of the responsible TC regional or warning centers providing analyzed TC position data (best track) for each basin.

<table>
<thead>
<tr>
<th>NWP center (Country)</th>
<th>Since</th>
<th>Horizontal resolution of provided data</th>
<th>Model resolution</th>
<th>TC bogus</th>
</tr>
</thead>
<tbody>
<tr>
<td>JMA (Japan)</td>
<td>1991</td>
<td>1.25°x1.25</td>
<td>T129L40</td>
<td>Use 1</td>
</tr>
<tr>
<td>ECMWF (Europe)</td>
<td>1991</td>
<td>0.25°x0.25</td>
<td>T229L91</td>
<td>-</td>
</tr>
<tr>
<td>Met Office (UK)</td>
<td>1991</td>
<td>0.20°x0.20</td>
<td>T360L36</td>
<td>Use 2</td>
</tr>
<tr>
<td>CMC (Canada)</td>
<td>1994</td>
<td>1.0x1.0</td>
<td>T60L128</td>
<td>-</td>
</tr>
<tr>
<td>DWD (Germany)</td>
<td>2000</td>
<td>0.5x0.5</td>
<td>400mL40</td>
<td>-</td>
</tr>
<tr>
<td>BM (Australia)</td>
<td>2003</td>
<td>0.75x0.75</td>
<td>T239L33</td>
<td>-</td>
</tr>
<tr>
<td>NCEP (USA)</td>
<td>2003</td>
<td>1.0x1.0</td>
<td>T362L64</td>
<td>Use 3</td>
</tr>
<tr>
<td>Meteo France</td>
<td>2004</td>
<td>0.3x0.3</td>
<td>T359L41</td>
<td>Use 3</td>
</tr>
<tr>
<td>CMA (China)</td>
<td>2004</td>
<td>Not GP data</td>
<td>T213L41</td>
<td>-</td>
</tr>
<tr>
<td>NRL (USA)</td>
<td>2006</td>
<td>1.0x1.0</td>
<td>T229L33</td>
<td>-</td>
</tr>
<tr>
<td>CPTESD (Brazil)</td>
<td>2006</td>
<td>0.9375x0.9375</td>
<td>T216L120</td>
<td>-</td>
</tr>
</tbody>
</table>

*1: used in western North Pacific
*2: used in rare cases
*3: used except south Pacific and North Indian Ocean

3. Verification
The same verification method as Sakai and Yamaguchi (2005) is adopted in this study. The performance of TC track forecasts is evaluated by position errors and detection rates.

- The detection rate \( T \) is defined as \( A(T)/B(T) \). (T = forecast time), where
  - A: The number of forecast events in which a TC is analyzed at forecast time T on the condition that a NWP model continuously expresses the TC until the forecast time T.
  - B: The number of forecast events in which a TC is analyzed at forecast time T.

Systematic position errors are also monitored after being stratified (categorized) by stage with respect to recurvature: before, during and after recurvature.

The verification is conducted for each of the six regions where TCs are analyzed under the WMO Tropical Cyclone Programme. In this paper, the results for the western North Pacific, North Atlantic and around Australia regions with inhomogeneous sample (the number of track points is different in each NWP center) are shown.

4. Result for the western North Pacific region
The time series position error for 72-hour forecast from 1991 to 2006 are shown in Fig1(a). Fig1(b) indicates the position error growth and Fig1(c) does the detection rate descent as forecast time progresses in 2006. Fig2 shows the scattering diagram of position error for 72-hour forecast. The Y-axis represents the position error for Along Track (AT) direction and the X-axis does for Cross Track (CT) direction.

5. Results for North Atlantic and around Australia regions
Fig3 and Fig4 show the verification results of position error and detection rate for North Atlantic and around Australia regions, respectively.

Reference
Fig. 1  (a) Time series of position error for 72 hour forecast in western North Pacific (1991-2006).  (b) Position error growth in western North Pacific in 2006.  (c) Detection rate descent in western North Pacific in 2006.

Fig. 2  Scattering diagram of TC positions at 72 hour forecast in 2006.  
Red : Before recurvature,  Green : During recurvature,  Blue : After recurvature.

Each mark means a relative forecast TC position as seen from the besttrack (the origin).  Y-axis represents position errors in Along Track (AT) direction and X-axis does that in Cross Track (CT) direction.  Unit: km.

Fig. 3 : North Atlantic region in 2006  
(a) Position error  
(b) Detection rate  
Legend is the same as Fig.1.

Fig. 4 : Around Australia region in 2006  
(a) Position error  
(b) Detection rate  
Legend is the same as Fig.1.
Development of successful method of forecast of strong summer winds, including squalls and tornadoes, heavy rainfall, thunderstorm and hail could allow to take the proper of the measures against destruction of buildings and other damage. Well-in-advance successful forecast (from 12 hours to 36 hour) makes possible to reduce the losses. Prediction of these phenomena is a very difficult problem for synoptic till recently. The existing graphic and calculation methods still depend on subjective decision of an operator.

At the present time in Russia there is no hydrodynamic model for forecast of the maximal speed of summer wind over than 20m/c and 25m/c, of the maximal quantity of precipitation more than 20mm/12h, of the thunderstorm and the hail. Hence the main tools of objective forecast of such phenomena are statistical methods using the dependence of the phenomena involved on a number of atmospheric parameters(predictors).

The statistical decisive rules of the alternative and probability forecast of these events were obtained in accordance with the concept of “perfect prognosis” using the data of objective analysis. For this purpose the teaching samples of the present and of the absent of these phenomena were automatically arranged that include the values of forty physically substantiated potential predictors. The choosing of the group of slightly connected and informative predictors for every phenomenon was done by the empirical statistical method [1]. This method uses the diagonalization of the mean correlation matrix $R$ of the predictors for every phenomenon and the extraction of diagonal blocks of strongly correlated predictors. Thus for every of foregoing phenomenon the most informative predictors were selected without loosing of information. Those predictors include either a representatitive of each block or some of independent informative predictor. We obtained for every phenomenon corresponding the group of the most informative predictors or the vector-predictor (we used the criterion of distance of Mahalanobis and criterion of minimum of entropy by Vapnik-Chervonenkis [1]). The statistical decisive rules for diagnosis and prognosis of every phenomenon were calculated for this vector-predictor. The development of the operative non-adiabatic hydrodynamic model for short-term forecast (the author – Berkovich L.V.) and improvement of 36h forecasts of pressure, temperature and others parameters allow us to use the prognostic fields of those models for the calculation of the values of the discriminant functions.
and of the probabilities for prognosis either of dangerous wind or the precipitation or the thunderstorm or the hail in the nodes of the greed 150x150km and thus to get fully automated forecasts of these phenomena. At the map of European part of Russia the prognosis area of the forecast of foregoing phenomenon obtains by extraction of the isoline of the probability with empiric threshold $P$. This threshold of the probability was obtained for every phenomenon.

According to the Pirsey-Obukhov criterion (T), the success of these hydrodynamic - statistical methods of forecast of squalls and tornadoes to 36 hours ahead for the warm season, was used at the regional Departments of Meteorology likes Central Region, the Region of High Volga (Nizhnii Novgorod), at the North-West Region (St-Petersburg) and others Regions as the automated objective calculation method, is $T = 0.54-0.78$ [2,4]. The forecast of the heavy precipitation with the quantity over 15mm/12h and over 50mm/12h are after the independent tests successful too. The criterion of Pirsey-Obukhov was 0.52-0.76 [4]. The alternative forecast of present of the thunderstorm and the hail has high enough assessment too. Such assessments were also obtained for the forecast of storm wind and heavy rainfalls at territory of Siberia during 2003-2005 years [3,4].

This way the synoptic can to take all of the maps of the forecast to 12-36h ahead for the every of foregoing phenomena together and then to extract the areas with three prognostic events (the storm wind, including squall and tornado, the heavy rainfall, the thunderstorm or the hail). These prognostic fields of appear probabilities of these phenomena calculated two times a day into operative system of Hydrometeorological Center of Russia. This automated method enables to use the forecast to 12h, 24h and 36h ahead of the complex of dangerous phenomena in the operative practice at the Departments of Meteorology of Russia.
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The unusual cyclone Catarina (2004) in Brazil has earned a place in history as the first observed South Atlantic hurricane during the satellite era. It originated as a baroclinic (frontal) cyclone, undergoing Tropical Transition (TT) and achieving hurricane status while still keeping a hybrid structure (Pezza and Simmonds, 2005). The partition into zonal and eddy components of both the atmospheric Available Potential Energy (AZ and AE, respectively) and Kinetic Energy (KZ and KE, respectively) as proposed by Lorenz (1967) is here adopted to study the energetics associated with the transition of this very rare event. As far as we are aware this is the first time that such technique is used to study a TT case in the Southern Hemisphere. The cycle is completed by the conversion between the various energy forms given by CA (from AZ to AE), CE (from AE to KE), CK (from KE to KZ), and CZ (from AZ to KZ). Here the Lorenz diagram is presented so that the conversion terms are always positive and the arrows indicate the direction of the fluxes (figure 1a). For more details on the methodology the reader is referred to Wahab et al. (2002) and references therein.

Figure 1b shows the day of greater baroclinic conversion (March 21, 12 UTC) when Catarina was still driven by the westerlies and clearly frontal. For that particular time the term CE was dominant, meaning that the eddy kinetic energy KE was growing at the expense of the available energy in a highly baroclinic way. The conversion term CA indicates that the energy flow discussed above was originating from the zonal available potential energy AZ, and the barotropic conversion term CK shows only a small contribution towards increasing the zonal kinetic energy. The sudden transition of Catarina is seen in figure 1c for March 22nd at 06UTC. The diagram for that particular time shows a significant change in the energy cycle with the
baroclinic conversion terms CE and CA becoming very small and the barotropic conversion CK becoming the major driver. The time series of the baroclinic conversion terms CE and CA (figure 1d) indicated a sharp maximum on the 21st followed by an increase in CK (negative) on the following day, with the other terms presenting less pronounced changes. A likely mechanism for the reduction in the baroclinicity was the formation of the blocking system over the domain, cutting Catarina off from the westerlies.


Figure 1: Volume integrated energy terms for (b) 2112 UTC and (c) 2206 UTC. Panel (d) shows the time series of vertically integrated conversion terms (CA, CE, CK and CZ) for the period 21-29 March 2004. The relevant periods during Catarina’s lifecycle are indicated in panel (d). Panel (a) shows the energy cycle here adopted as a reference guide. Units are in $10^5$ J/m$^2$ and W/m$^2$, respectively, for energy and conversion terms. See text for further details.
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Cyclonic systems are intimately tied up with the maintenance of climate. There are now a number of sophisticated objective identification and tracking schemes which can be applied to analyses and model output (e.g., Simmonds and Keay 2000, Simmonds et al. 2003, Lim and Simmonds 2007) to diagnose all the relevant characteristics of these features. The automated identification of frontal structures is a much more difficult problem. While algorithms have been proposed (e.g., Hewson 1998, Kašpar 2003) these tend to work best when high resolution quality analyses are available. There is clearly a need for complementary frontal identification schemes which can be used when data quality is an issue.

We here show some experimental results obtained using a ‘single point’ approach with ERA-40 for 8 December 2001 18UTC. In Fig. 1 mobile fronts are identified over the southern Indian Ocean sector using a simple Eulerian thermal criteria. In the Figure grid points at which the 1000 hPa temperature decreases by more that 2°C in 6 hours (i.e., for which \(dT(6 \text{ hrs}) < -2 \degree \text{C}\)) are indicated by a ‘1’ and blue colouring. Points for which \(dT(12 \text{ hrs}) < -4 \degree \text{C}\) are indicated by a ‘2’ and dark green colouring. Points at which both these criteria are satisfied are denoted by a ‘3’ and light green colouring. In an analogous fashion Fig. 2 displays the result for the same synoptic case when a simple dynamic criteria is used. Those points for which the surface wind direction changes over 6 hours from the NW to the SW quadrant are indicated by ‘1’ (blue colouring). At each of those identified points if the change in the meridional component of the wind exceeds 2 ms\(^{-1}\) the point is now indicated by ‘2’ (dark green). The points which are flagged when this criterion is increased to 4 ms\(^{-1}\) and 6 ms\(^{-1}\) are marked with ‘3’ (light green) and ‘4’ (very light green), respectively. These basic experiments indicate that mobile frontal structures may be identified by rather simple algorithms.

Our present work is addressing the extent to which a combination of simple Eulerian criteria based on thermal, dynamic and other considerations can be of value in identifying these important frontal features.

Figure 1: The fronts identified over the southern Indian Ocean sector on 8 December 2001 (18UTC) when using simple thermal criteria. Grid points at which the 1000 hPa temperature decreases by more than 2°C in 6 hours (i.e., for which $dT(6 \text{ hrs}) < -2^\circ\text{C}$) are indicated by a ‘1’ and blue colouring. Points for which $dT(12 \text{ hrs}) < -4^\circ\text{C}$ are indicated by a ‘2’ and dark green colouring. Points at which both these criteria are satisfied are denoted by a ‘3’ and light green colouring.

Figure 2: Fronts identified for the same case as in Figure 1, but using simple dynamic criteria. Those points for which the surface wind direction changes over 6 hours from the NW to the SW quadrants are indicated by ‘1’ (blue colouring). All of these points for which, in addition, the change in the meridional component of the wind exceeds 2 ms$^{-1}$ are indicated by ‘2’ (dark green). The points which are flagged when this threshold is increased to 4 ms$^{-1}$ and to 6 ms$^{-1}$ are marked with ‘3’ (light green) and ‘4’ (very light green), respectively.