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The Grand Challenge to understand how biogeochemical cycles and feedbacks 
control GHG concentrations and impact on the climate system 

AR5 WG1 SPM:  
“Based on ESMs, there is 
high confidence that the 
feedback between climate 
and the carbon cycle is 
positive in the 21st century.” 

Uncertainty in carbon cycle projections (>300 ppm) is comparable to differences 
across socio-economic scenarios.   

IPCC AR5 RCP8.5 
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CMIP5 
•  >40 climate models (AOGCM) 
•  10 ESMs (i.e. with BGC components) 



The Grand Challenge to understand how biogeochemical cycles and feedbacks 
control GHG concentrations and impact on the climate system 

Large uncertainty in CO2 emissions compatible with a given climate target. 
Budget for the 2°C target is about 700GtC to 1300GtC.  
Given 550 GtC emitted so far, that’s 15 to 75 years of current emissions.   

Uncertainty 
•  Carbon feedbacks 

(CO2 emissions       
è CO2 concentration) 

•  Climate feedbacks 
(CO2 concentrations 
è climate response) 

AR5 WG1 SPM:  
“Cumulative total emissions of 
CO2 and global mean surface 
temperature response are 
approximately linearly related. 
Any given level of warming is 
associated with a range of 
cumulative CO2 emissions.” 

IPCC AR5 



β : concentration carbon cycle feedback – Negative Feedback 

Carbon cycle feedbacks 

βL 

βO γL 

γO 

γ : climate carbon cycle feedback – Positive Feedback 

•  most feedbacks known (or suspected) for decades 
•  no or little direct observations 
•  basic or insufficient understanding of processes 
•  uncertain magnitude 



Guiding questions: 

1.  What are the drivers of land and ocean carbon sinks?  

2.  What is the potential for amplification of climate change over the 21st 
century via climate-biogeochemical feedbacks?  

3.  How do greenhouse gases fluxes from highly vulnerable carbon 
reservoirs respond to changing climate (including climate extremes 
and abrupt changes)?  

The Grand Challenge to understand how biogeochemical cycles and feedbacks 
control GHG concentrations and impact on the climate system 



1. What are the drivers of land and ocean carbon sinks?  

Ocean: key mechanisms are identified, but with large uncertainties regarding 
their strength, regional and multi-year variability 

Landschützer et al., Science, 2015 

Southern Ocean C-sink variations 
(note reversed y-axis) 

 

after Ilyina, Nature, 2016 
plot by Hongmei Li 

Global ocean C-sink in ESMs and 
observational products (SOCOM) 
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•  large spread in observational and modeled estimates of 
the ocean carbon sink  

•  poor understanding of origins of variability 
•  unclear relative contribution of physical vs. biological 

processes 



2. What is the potential for amplification of climate change 
over the 21st century via climate-biogeochemical feedbacks?  

Ocean: How changes in climate, ocean circulation, and biogeochemical mechanisms 
will affect the ocean’s capacity to sequester carbon? 

Ito et al., GRL, 2015 

decreasing preformed  
(buoyancy driven)  
Southern Ocean carbon storage 

increasing regenerated  
(biology driven)  
S.O. carbon storage 

MITgcm RCP8.5 

Since many ocean models do not reliably
simulate the seasonal phase and amplitude
of air-sea CO2 fluxes [Jiang et al., 2014;
Majkut et al., 2014], we performed a sensitivity
test in which the CMIP5 CO2 fluxes were
replaced with climatological CO2 fluxes
[Takahashi et al., 2009]. The resulting
APOTaka seasonal cycles show a clearer inter-
model spread, with APOobs tending to fall
somewhere between IPSL and CESM and
the GFDL models (Figures 1b, 1d, and 1f
and S1, right). These results illustrate that
APOmodel is sensitive to the air-sea CO2 flux
component, as discussed further below.

3.2. Present and Future APO and the
Southern Ocean Carbon Sink

The four top-performing models (CESM,
ESM2M, ESM2G, and IPSL) with respect to
the APOmodel seasonal cycle at SPO predict

a present-day carbon sink of 0.75 ± 0.2 Pg C/yr in the Southern Ocean (defined from 35°S–75°S). In compar-
ison, the full eight CMIP5 model set predicts a larger uptake of 0.92 ± 0.3 Pg C/yr. The two models (MPI-ESM
and NorESM1) that predict the largest Southern Ocean carbon uptake (1.3 Pg C/yr) are the least consistent
with the observed seasonal cycle in APO (Figure 2). These results hold when plotting the CMIP5 carbon sink
against either the phase or amplitude of the APO seasonal cycle.

The present-day CMIP5 Southern Ocean carbon sink is a statistically significant predictor (R=0.85, p=0.008)
of the future Southern Ocean carbon sink in 2100 projected under RCP8.5 (Figure 3). Among CESM, ESM2M,
and ESM2G, the three top-performing models with respect to present-day APO seasonal phasing, the mean
future Southern Ocean sink circa 2100 under RCP8.5 is 2.0 ± 0.1 Pg C/yr. In contrast, the mean future sink pro-
jected by MPI-ESM, NorESM1, and HadGEM2 (models that perform less well with respect to present-day APO)
is 2.6 ± 0.2 Pg C/yr. However, IPSL, the top-performing model on APO amplitude, also projects a relatively
large future sink of 2.8 Pg C/yr.

While the CMIP5 models forecast large changes in the future Southern Ocean carbon sink, they project little
change in the O2 or N2 components of the APO seasonal cycle under RCP8.5 (Figure S2) The GFDL models
project the largest decrease in the O2 seasonal amplitude, but this corresponds to only a!8% change relative
to the present day. In all models, there is little change in the O2 cycle phasing. The lack of strong changes in
the O2 component may reflect future productivity increases in some regions of the Southern Ocean but
decreases in others [Steinacher et al., 2010; Bopp et al., 2013].

In contrast to the O2 component, many models project large changes in the phase and amplitude of the
oceanic CO2 flux component, which in turn has a substantial impact on APO. These models project a break-
down in carbonate buffering as the ocean acidifies, with an associated decrease in the timescale of air-sea
CO2 exchange [Doney et al., 2009; Hauck and Völker, 2015]. However, as discussed below, the models projecting
the strongest amplification of the oceanic CO2 seasonal cycle in the future (Figure S2) are those that exaggerate
the seasonal cycle in present-day surface ocean pCO2 relative to observations.

3.3. Seasonality in CO2 Fluxes and Relevance to APO and the Carbon Sink

As shown in Figures 1 and S1, the model APO seasonal cycle is sensitive to the CMIP5 air-sea CO2 fluxes. In
some models with small O2/N2 seasonal amplitudes (IPSL and MRI), the oceanic CO2 term is in phase with
O2/N2 and thus acts to increase APO (Figure S3). Conversely, in models with large O2/N2 seasonal amplitudes
(MPI-ESM, NorESM1, and HadGEM2), the oceanic CO2 seasonal cycle is also large and out of phase with O2/N2,
acting to decrease APO (Figure S3). The net effect leads to convergence in the APO amplitude among the
models, despite large differences in underlying CO2 and O2 components. As discussed below, the CMIP5

Figure 3. Annual mean CO2 uptake in the Southern Ocean integrated
over 75°S–35°S for 8 CMIP5models, comparing present-day 1997–2004
results and 2092–2099 projections under the RCP8.5 scenario.

Geophysical Research Letters 10.1002/2015GL067584

NEVISON ET AL. CMIP5 APO AND SOUTHERN OCEAN CARBON FLUX 2081

Nevison et al, GRL, 2016 

ESMs with overestimated seasonal C-uptake 
project larger future C-uptake in the South. Ocean 



1. What are the drivers of land and ocean carbon sinks?  

Land: the main barriers relate to understanding of the actual processes 
driving the sinks  

C. Le Quéré et al.: Global Carbon Budget 2015 373
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Figure 6. (a) Comparison of the atmosphere–land CO2 flux show-
ing budget values of ELUC (black). CO2 emissions from land-use
change showing individual DGVM results (green) and the multi-
model mean (olive), as well as fire-based results (orange); land-use-
change data prior to 1997 (dashed black) highlight the start of satel-
lite data from that year. (b) Land CO2 sink (SLAND; black) showing
individual DGVM results (green) and multi-model mean (olive).
(c) Total land CO2 fluxes (b–a) from DGVM results (green) and
the multi-model mean (olive); atmospheric inversions of Cheval-
lier et al. (2005; MACC, v14.2) (purple), Rödenbeck et al. (2003;
Jena CarboScope, s81_v3.7) (violet), and Peters et al. (2010; Car-
bon Tracker, vCTE2015) (salmon) (see Table 6); and the carbon
balance from Eq. (1) (black). In (c) the inversions were adjusted for
the pre-industrial land sink of CO2 from river input, by adding a
sink of 0.45GtC yr�1 (Jacobson et al., 2007). This adjustment does
not take into account the anthropogenic contribution to river fluxes
(see Sect. 2.7.2).

ability in CO2 fluxes to the tropics compared to the north
(north of 30� N; Fig. 8). This variability is dominated by land
fluxes. Inversions are consistent with each other and with the
mean of process models.
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Figure 7. Comparison of the anthropogenic atmosphere–ocean
CO2 flux shows the budget values of SOCEAN (black), individ-
ual ocean models before normalisation (blue), and the two ocean-
data-based products (Rödenbeck et al., 2014, in salmon and Land-
schützer et al., 2015, in purple; see Table 6). Both data-based prod-
ucts were adjusted for the pre-industrial ocean source of CO2 from
river input to the ocean, which is not present in the models, by
adding a sink of 0.45GtC yr�1 (Jacobson et al., 2007) so as to
make them comparable to SOCEAN. This adjustment does not take
into account the anthropogenic contribution to river fluxes (see
Sect. 2.7.2).

In the north (north of 30� N), the inversions and process
models are not in full agreement on the magnitude of the
CO2 sink, with the ensemble mean of the process models
suggesting a total Northern Hemisphere sink for 2005–2014
of 2.3± 0.4GtC yr�1, while the three inversions estimate a
sink of 2.5, 3.4, and 3.6GtC yr�1. The mean difference can
only partly be explained by the influence of river fluxes,
as this flux in the Northern Hemisphere would be less than
0.45GtC yr�1, particularly when the anthropogenic contri-
bution to river fluxes are accounted for. The CarbonTracker
inversion is within 1 standard deviation of the process mod-
els for the mean sink during their overlap period. MACC and
Jena-s81_v3.7 give a higher sink in the north than the pro-
cess models, and a correspondingly higher source in the trop-
ics. Differences between CarbonTracker and MACC, Jena-
s81_v3.7 may be related to differences in inter-hemispheric
mixing time of their transport models, and other inversion
settings. Differences also result from different fossil fuel
emissions assumed in the inversions, as the inversions pri-
marily constrain the sum of fossil fuel and land fluxes. Differ-
ences between the mean fluxes of MACC, Jena-s81_v3.7 and
the ensemble of process models cannot be simply explained.
They could reflect either a bias in these two inversions or
missing processes or biases in the process models, such as the
lack of adequate parameterisations for forest management in
the north and for forest degradation emissions in tropics for
the DGVMs.

www.earth-syst-sci-data.net/7/349/2015/ Earth Syst. Sci. Data, 7, 349–396, 2015

LeQuéré et al., ESSDD, 2015 

Zaehle et al., New Phyt., 2014 

Fair global agreement between land carbon models 
and estimate from global carbon budget 

But large uncertainty at the process level, 
e.g. plant response to CO2 increase 

considered the past land use, as well as the historic evolution of
atmospheric CO2 concentration and N deposition, and site-spe-
cific meteorological driver data from during the FACE experi-
ments were used throughout the spin-up. The forest vegetation
of the plots was initialized such that the forests had the correct
age and structure, as far as considered by the model, at the begin-
ning of the eCO2 treatment. Details of the spin-up phase varied
among models because of differences in model structure (A. P.
Walker et al., unpublished). Inherently different assumptions of
the models regarding soil C residence times and ecosystem N loss
rates, as well as pre-FACE grassland productivity and N fixation,
led to a notable spread in the initial amounts of modelled C and
N pools, net N mineralization rates and thus NPP, despite the
common initialization protocol.

Model outputs were provided at hourly or daily time steps, as
appropriate. These outputs contained estimates of the various C,
N and water fluxes and pools.

Results

Overall response to eCO2

Observed ambient NPP and inferred fNup at Duke FACE were
both slightly larger than at ORNL FACE (Figs 2, 3a,b), implying
that the whole-plant NUE was similar between the sites (Fig. 4)
at 121! 2 g C g"1 N in the ambient plots (1997–2005 mean)
for Duke FACE and 129! 13 g C g"1 N at ORNL. This simi-
larity between sites is in contrast with an earlier study (Finzi
et al., 2007), because the corrections in biomass estimates by
McCarthy et al. (2010) resulted in a downward adjustment in the
estimate of NUE at Duke Forest.

The interquartile range of the model ensemble included the
observed ambient NPP at both sites. However, there was

significant spread across the models, resulting to a large extent
from different model spin-ups, which led to different levels of N
constraints on plant production. Only a few of the models
(GDAY, OCN) captured the decline in NPP in the ORNL
ambient plots related to declining soil N availability over the
course of the experiment (Norby et al., 2010; Garten et al.,
2011). Although the models, on average, matched the inferred,
observation-based fNup at Duke Forest, they overestimated
fNup at ORNL (Fig. 3). On average, the models slightly underes-
timated NUE at Duke and more strongly at ORNL FACE
(Fig. 4). The primary cause for the underestimation was a high
bias in the simulation of the fractional (C) allocation to fine roots
at both sites (M. G. De Kauwe et al., unpublished). At ORNL
FACE, this difference was accentuated by higher modelled than
observed N concentration of the fine roots (average 1.4% mod-
elled vs 0.7% observed).

Elevated CO2 increased NPP in the initial (first) year of the
experiments by 25! 9% and 25! 1% at Duke and ORNL
FACE, respectively, according to the measurements (Figs 2c,d,
5a,b). Most models simulated an initial (first year) increase in
NPP as a result of eCO2 that was close to the observations. Nota-
ble exceptions were CABLE and CLM4, which systematically
underestimated the initial response at both sites, as well as
EALCO and ISAM, which overestimated the response for Duke
FACE (Fig. 5a,b). Nonetheless, no model simulated the underly-
ing changes in fNup and NUE correctly for both sites. At Duke
Forest, according to the measurements, the increase in NPP was
associated with a strong increase in fNup. The models generally
underestimated the observed increase in fNup and overestimated
the increase in NUE. At ORNL, according to the measurements,
the initial increase in NPP was associated with nearly equal
increases of fNup and NUE (Fig. 5). Some models simulated a
change in NUE in agreement with the observations (DAYCENT,
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Fig. 2 Ambient net primary production (NPP;
a, b) and its response to elevated CO2 (c, d)
at the Duke (a, c) and Oak Ridge National
Laboratory (ORNL) (b, d) Free-Air CO2

Enrichment (FACE) experiments. The
observations are across-plot averages, and
the error bars denote ! 1SE.
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2. What is the potential for amplification of climate change 
over the 21st century via climate-biogeochemical feedbacks?  

Land:  How changes in climate, atmospheric composition, land use will affect the land’s 
capacity to sequester carbon? 

CMIP3/C4MIP emulation with MAGICC6 is 811–
1170ppm. As discussed above, the lower range of the
CMIP5 ESMs is due to one single model, MRI-ESM1,
which already severely underestimates the present-day
atmospheric CO2 concentration. Not including this model
would mean that the lower end of the MAGICC6 range is
significantly lower than the lower end of theCMIP5ESMs.
The warming ranges simulated by the CMIP5 ESMs

and by the CMIP3/C4MIP model emulations are quite
similar (Figs. 2b and 2d). The first set of models displays
a full range of 2.58–5.68C, while the latter set has a 90%
probability range of 2.98–5.98C.

5. Twenty-first-century land and ocean carbon cycle

To further understand the difference in simulated
atmospheric CO2 over the twenty-first century, we
analyzed the carbon budget simulated by the models, as
already done for the historical period. In the E-driven
runs, the ESMs simulate the atmospheric CO2 concen-
tration as the residual of the prescribed anthropogenic

emissions minus the sum of the land and ocean carbon
uptakes—these latter two fluxes being interactively
computed by the land and ocean biogeochemical com-
ponents of the ESMs. Figure 4 shows the cumulative
land and ocean carbon uptakes simulated by the CMIP5
ESMs. Any difference in simulated atmospheric CO2

comes from differences in the land or ocean uptakes.
The models show a large range of future carbon up-

take, both for the land and for the ocean (Figs. 4a and
4b). However, for the ocean, 10 out of the 11 models
have a cumulative oceanic uptake ranging between 412
and 649PgC by 2100, the exception being INM-CM4.0
with an oceanic uptake of 861PgC. As discussed in the
historical section, the reasons for this large simulated
uptake are unknown. The simulated land carbon fluxes
show a much larger range, from a cumulative source of
165PgC to a cumulative sink of 758PgC. Eight models
simulate that the land acts as a carbon sink over the full
period. Land is simulated to be a carbon source by two
models, CESM1-BGC and NorESM1-ME, both sharing
the same land carbon cycle model, and byMIROC-ESM.

FIG. 4. Range of (a) cumulative global air to ocean carbon flux (PgC), (b) cumulative global air to land carbon flux
(PgC) from the 11ESMsE-driven simulations, (c) the annual global air to ocean carbon flux, and (d) annual global air
to land carbon flux. Color code for model types is as in Fig. 1.
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Friedlingstein et al., J. Clim, 2014 
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FIG. 6. Comparison of the integrated flux-based carbon–concentration (bA, bL, and bO) and carbon–climate
(gA, gL, and gO) feedback parameters across the nine participating models for the (a),(d) atmosphere; (b),(e) land;
and (c),(f) ocean components.
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FIG. 6. Comparison of the integrated flux-based carbon–concentration (bA, bL, and bO) and carbon–climate
(gA, gL, and gO) feedback parameters across the nine participating models for the (a),(d) atmosphere; (b),(e) land;
and (c),(f) ocean components.

5302 JOURNAL OF CL IMATE VOLUME 26

Arora et al., J. Clim, 2013 

Large uncertainty on land carbon 
response to CO2 (β) and climate (γ) 

ESMs 



3. How do greenhouse gases fluxes from highly vulnerable 
carbon reservoirs respond to changing climate?  

Land: Changes in Arctic soil temperature, or in tropical precipitation can lead to 
large, irreversible, carbon release from terrestrial ecosystems. 

IPCC AR5 

AR5 WG1 SPM:  
“The release of CO2 or CH4 to 
the atmosphere from thawing 
permafrost carbon stocks over 
the 21st century is assessed to 
be in the range of 50 to 250 
G t C f o r R C P 8 . 5 ( l o w 
confidence). ” 

These dynamic models also simultaneously assess the countering influence
of plant carbon uptake, which may in part offset permafrost carbon release.
Warmer temperatures, longer growing seasons, elevated CO2, and increased
nutrients released from decomposing organic carbon may all stimulate plant
growth58. New carbon can be stored in larger plant biomass or deposited
into surface soils59. A previous generation of Earth system models that did
not include permafrost carbon mechanisms but did simulate changes in
plant carbon uptake estimated that the vegetation carbon pool could increase
by 17 6 8 Pg carbon by 2100, with increased plant growth also contributing
to new soil carbon accumulation of similar magnitude60. The models
reviewed here that do include permafrost carbon mechanisms (as well
as many of the mechanisms that stimulate plant growth that were used in
the previous generation of models) generally indicate that increased plant
carbon uptake will more than offset soil carbon emissions from the per-
mafrost region for several decades as climate becomes warmer45,46,48. Over
longer timescales and with continued warming, however, microbial
release of carbon overwhelms the capacity for plant carbon uptake, lead-
ing to net carbon emissions from permafrost ecosystems to the atmo-
sphere. Modelled carbon emissions projected under various warming
scenarios translate into a range of 0.13–0.27 uC additional global warming
by 2100 and up to 0.42 uC by 2300, but currently remain one of the least
constrained biospheric feedbacks to climate1.

Abrupt permafrost thaw
Recent progress towards predicting change in permafrost carbon dynamics
focuses mostly on gradual top-down thawing of permafrost. However, increas-
ing evidence from the permafrost zone suggests that abrupt permafrost thaw
may be the norm for many parts of the Arctic landscape17,18,61,62 (Fig. 4).
Abrupt permafrost thaw occurs when warming melts ground ice, causing
the land surface to collapse into the volume previously occupied by ice.
This process, called thermokarst, alters surface hydrology. Water is attracted
towards collapse areas, and pooling or flowing water in turn causes more
localized thawing and even mass erosion. Owing to these localized feedbacks
that can thaw through tens of metres of permafrost across a hillslope within
only a few years, permafrost thaw occurs much more rapidly than would be
predicted from changes in air temperature alone. This raises the question
of whether key complexity is missing from large-scale model projections
that are based on first approximations of permafrost dynamics.

Abrupt thaw occurs only at point locations but often causes much deeper
permafrost thaw to occur more rapidly. This is in contrast to top-down
thawing, which occurs across the entire landscape but affects only the perma-
frost surface. New regional research is beginning to reveal that a large fraction
of permafrost carbon is vulnerable to abrupt thaw. For example, since the

end of the last Ice Age, thermokarst thaw-lake cycles have affected 70% of
the yedoma permafrost deposits in Siberian lowlands17. These cycles occur
when abrupt permafrost thaw forms lakes that can drain over time, allowing
sediments and carbon to refreeze into permafrost, while elsewhere new
thaw lakes form and repeat this cyclic process (Fig. 4a, c). Abrupt thaw in
upland regions, where water does not generally pool and form lakes, often
creates gullies and slump features that can erode permafrost carbon into
streams, rivers and lakes (Fig. 4b, d). These thaw features can also be wide-
spread but are not as well recognized as are thaw lakes; over 7,500 upland
thaw features were mapped within a 1,700-square-kilometre foothill region
of Alaskan tundra49. Studies such as these illustrate a widespread influence
of abrupt thaw in both upland and lowland permafrost landscapes, even
though they do not provide a chronology of change.

Climate change is expected to increase the initiation and expansion of
abrupt thaw features, potentially changing the rate of this historic disturbance
cycle62–65. Wetland expansion due to abrupt thaw has affected 10% of a
peatland landscape in northwestern Canada since the 1970s, with the fastest
expansion occurring in the past decade66. Landscape lake cover is also affected
by abrupt thaw, with net change being the sum of both lake expansion and
drainage. The area of small open-water features around Prudhoe Bay on
the Alaskan tundra has doubled since 1990 (ref. 67). In northwestern
Alaska, lake initiation has increased since 1950, while lake expansion rates
remained steady68. In general, landscape lake cover is currently believed to
be stable or increasing within the continuous permafrost zone, whereas
there is a tendency for lake drainage and vegetation infilling to dominate
over lake expansion in the discontinuous permafrost zone68–72.

Abrupt thaw influences carbon emissions to the atmosphere by exposing
previously frozen carbon to microbial processes, and also by altering the
hydrology that is critical for determining the balance of CO2 and CH4

emissions. Some of the highest CH4 emissions in the permafrost region
have been observed in lakes and wetlands formed through abrupt thaw40,73.
At the same time, accumulation of new carbon under anaerobic conditions
in peat74 and in lake sediments18 can be greater than permafrost carbon
losses, at least in some ecosystems. In this way, anaerobic environments
replace freezing temperatures as a mechanism for soil carbon stabilization,
keeping greenhouse gas emissions lower than they would otherwise be75.
In contrast, abrupt thaw processes in other landscapes clearly accelerate
carbon loss. Drained lakes and lowered water tables will expose previously
waterlogged carbon to microbial decomposition in aerobic conditions
with relatively higher rates of carbon emissions. Also, lateral movement
of permafrost carbon by leaching or erosion into lakes, rivers and the
ocean76–78 can increase loss, as carbon may be more readily mineralized
through microbial and photochemical processes after mobilization79,80.
How carbon cycling at the landscape scale will change under a warming
climate will depend critically on how much of the landscape becomes wetter
or drier, a question difficult to answer. It is clear that abrupt thaw is an
important mechanism of rapid permafrost degradation, with widespread
but varying influences on hydrology and carbon cycling. Yet abrupt thaw
is not included in large-scale models, suggesting that important landscape
transformations are not currently being considered in forecasts of permafrost
carbon–climate feedbacks. This is in part due to the fact that we do not know
at this stage what the relative importance of abrupt to gradual thaw across
the landscape is likely to be.

Subsea carbon emissions
A majority of the observations and all of the modelling to date has focused
on potential emissions from permafrost carbon on land. This is in part
because subsea permafrost is buffered from recent climate change by the
overlying ocean, and because ocean incursion at the end of the Ice Age has
already been thawing and potentially reducing the pool of permafrost carbon
under the sea. However, aside from organic carbon stored in permafrost,
the sea bed underlying Arctic shelves also accumulated fossil CH4 stored
either as free CH4 gas or as clathrates (CH4-ice lattices that are stable at
pressures and temperatures found at depth in this region). Layers of perma-
frost may serve as a physical barrier to the release of this CH4 gas from the
sediment into the water column and eventually the atmosphere. These
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Figure 3 | Model estimates of potential cumulative carbon release from
thawing permafrost by 2100, 2200, and 2300. All estimates except those of
refs 50 and 46 are based on RCP 8.5 or its equivalent in the AR4 (ref. 97), the A2
scenario. Error bars show uncertainties for each estimate that are based on an
ensemble of simulations assuming different warming rates for each scenario
and different amounts of initial frozen carbon in permafrost. The vertical
dashed line shows the mean of all models under the current warming trajectory
by 2100.
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Cumulative carbon emissions from 
Permafrost. Up to 10% of 
anthropogenic emissions 

down by microbes after thaw as controlled by the energy and nutrients
contained within the organic matter.

The inherent range of permafrost carbon decomposability across soil
types also intersects with environmental conditions, and aerobic decomposi-
tion is only part of the story for northern ecosystems. While temperature
control over decomposition is implicit when considering permafrost thaw,

this region is characterized by widespread lakes, wetlands, and soils water-
logged as a result of surface drainage restricted by underlying permafrost.
The lack of oxygen in saturated anaerobic soils and sediments presents
another key control over emissions from newly thawed permafrost carbon.
Comparing the results from the aerobic permafrost soil incubation synthesis36

with those from another circumpolar synthesis of anaerobic soil incubations37

0.1–30 kg m–2  

30–50 kg m–2 

50–100 kg m–2 

100–260 kg m–2

Soil organic carbon
storage (0–3 m):

#*

Major river deltas 

Yedoma largely unaffected by thaw cycles  
Region of potential yedoma distribution  

Thick sediments
Continuous permafrost

Discontinuous permafrost

a

b

Figure 1 | Soil organic carbon maps. a, Soil organic carbon pool (kg C m22)
contained in the 0–3 m depth interval of the northern circumpolar permafrost
zone12. Points show field site locations for 0–3 m depth carbon inventory
measurements; field sites with 1 m carbon inventory measurements number in
the thousands and are too numerous to show. b, Deep permafrost carbon pools
(.3 m), including the location of major permafrost-affected river deltas (green
triangles), the extent of the yedoma region previously used to estimate the

carbon content of these deposits13 (yellow), the current extent of yedoma region
soils largely unaffected by thaw-lake cycles that alter the original carbon
content17 (red), and the extent of thick sediments overlying bedrock (black
hashed). Yedoma regions are generally also thick sediments. The base map layer
shows permafrost distribution with continuous regions to the north having
permafrost everywhere (.90%), and discontinuous regions further south
having permafrost in some, but not all, locations (,90%)96.
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Schuur et al., Nature, 2015 



Research initiatives: 
I.  Process understanding on land (questions 1, 2, 3)  

II.  Process understanding in the ocean (questions 1, 2, 3)  

III.  Learning from the existing record (question 1) 

IV.  Towards improved projections (questions 2, 3)  

The Grand Challenge 

Guiding questions: 
1.  What are the drivers of land and ocean carbon sinks?  
2.  What is the potential for amplification of climate change over the 21st 

century via climate-biogeochemical feedbacks?  

3.  How do greenhouse gases fluxes from highly vulnerable carbon 
reservoirs respond to changing climate (including climate extremes and 
abrupt changes)?  

to understand how biogeochemical cycles and feedbacks 
control GHG concentrations and impact on the climate system 



I.  Process understanding on land 
•  Quantification of the strength of the CO2 fertilization, photosynthesis and 

limitations from nitrogen cycle 
•  Quantification of gross carbon fluxes sensitivity to warming and variability 

(and changes in hydrology) 
•  Understanding of ecosystems vulnerability and risk of carbon loss 

II.  Process understanding in the ocean  

Research Initiatives 

•  Quantification of the strength of the Southern Ocean CO2 uptake  
•  The relative role of physical vs. biological processes 
•  Understanding the origins of variability (from seasonal to decadal) of 

the ocean carbon sink  
•  Relationship between anthropogenic carbon and heat uptake 



III.  Learning from the existing record 

IV.  Towards improved projections  

Research Initiatives 

•  improved feedback framework (water cycle, regional focus) 
•  improved Earth System models  
•  ESM re-analysis (physics and biogeochemistry) 

•  observational frameworks, models evaluation/benchmarking 
•  new emerging constraints 
•  from paleorecord to satellite data 
 



Opportunities for rapid progress of this Grand Challenge 
“Why now ?” 

§  C4MIP 
•  1% runs: feedback analysis 
•  E-driven scenarios:  climate change 

amplification  
§  Deck 

•  Historical: evaluation 
•  1% runs: feedback analysis 

§  ScenarioMIP 
•  C-driven scenarios: C-cycle 

vulnerability to future climate 
§  OMIP, LS3MIP, DCPP 

•  process understanding and evaluation 

CMIP6 
•  SOCAT and GLODAP 
•  Argo floats 
•  New satellite data (e.g. CO2) 
•  Flux measurement networks 
•  process oriented obs. 

Observational networks 

WCRP projects 
•  CLIVAR, SPARC 

Future Earth projects 
•  GCP 
•  AIMES, SOLAS, ILEAPS, IMBER 
•  Knowledge Action Networks 

Other GCs 
•  GC-Cryosphere 
•  GC-Decadal? 



Opportunities for WCRP 

•  CMIP6 will have more than 20 ESMs (CMIP5 had 10 ESMs) 

•  C4MIP is among the most popular CMIP6 endorsed MIP (along with 
ScenarioMIP and OMIP) 

•  IPCC AR6 will “very likely” heavily rely on those simulations for 
assessment of climate projections, compatible emissions, TCR, TCRE, 
climate impact on land and marine ecosystems, irreversibility, etc 

•  Urgent need to have better understanding of key BGC processes and 
their feedbacks on the climate system. 

 

ESMs are becoming “standard” tools for the climate community 



1st Workshop 

Haus Rissen, Hamburg  
23-25 November 2016 

•  Grand Challenge kick-off  
•  Community engagement 
•  Refine and update 

Research Initiatives  
•  Roadmap for research 


